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FOREWORD 

This book gives users of MOS (metal-oxide silicon) 

integrated circuits an insight into their working. It is 
not intended to provide a detailed physical analysis of 
structure because, from the user's viewpoint, this is as 
unessential to success as is an understanding of cathode 
material work-functions to the user of thermionic valves. 
The description given is a qualitative one, and only 
factors which directly affect circuit design and use are 
treated in detail. 
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CHAPTER 1 

MOS FUNDAMENTALS 

INTRODUCTION 

Since the introduction of the planar semiconductor manufacturing 
process, which allowed ICs (integrated circuits) to be made, there has 
been continual pressure to make devices more and more complex. The 
demand arises for several reasons, both technical and economic. The 
technical reasons are mainly as follows. 

Size 
Smaller units capable of more-complex functions allow the designer to 
make equipments of greater complexity and versatility, without them 
becoming cumbersome. Speeds comparable with bipolar circuits can be 
achieved. 

Improved noise immunity 
Noise immunity is improved because there is less interconnection wiring. 

Easier stabilisation of circuits 
Easier stabilisation of circuits is afforded, again because there is less 
external wiring and capacitance, for example in operational amplifier 
circuits. 

Better system reliability 
Better system reliability is achieved, because of the reduced number of 
potentially troublesome connections due to the higher degree of integration 
This is, also, an economic advantage. 

Most of the preceding considerations are economic as well as technical 
advantages to the equipment manufacturer because they result in a 
reduction of design time and of servicing costs. Other economic reasons 
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for aiming towards more-complex integrated circuits are as follows: 
easier handling and assembly 
easier testing of equipment 
lower price per function 
simpler fault-location and replacement 
fewer different item types resulting in easier stock handling. 

Bipolar IC technology has advanced to a stage where small sub-systems 
such as counters, shift-registers and adders can be considered as the 
`standard' forms of digital integrated circuit. This is so to the extent that 
devices such as normal gate-packs and JK flip-flops are beginning to be 
referred to as `discrete integrated circuits' to distinguish them from the 
more complex devices. Only a year or two ago this term was unheard of, 
and the word `discrete' was reserved for transistors, diodes and ordinary 
basic components. This gives some indication of the present rate of 
technical advancement in the IC field.* 

The main limitation to increased complexity of bipolar ICs is chip size. 
As the necessary chip area is increased, cost also increases, and over a 
certain size, yield begins to fall. The desirable solution therefore is not 
necessarily to increase chip size, but to use an approach which allows a 
greater packing density of active devices on present chip sizes. By using 
the MOS technique this immediately is achieved, for three reasons. 
Firstly, and most important, the MOS circuits require no isolation 
diffusions. Secondly, because there are fewer steps in making MOS 
devices than there are in bipolar circuits (fewer masks and diffusions) the 
effects of cumulative tolerances are much less of a problem. Thirdly, the 
individual minimum-size MOS transistor on the chip can be made smaller 
than the equivalent bipolar device. The upper part of Fig. 1.1 shows an 
MOS store containing approximately 500 devices, and the lower part a 
bipolar counter of approximately 70 devices. 

MOS INTEGRATED CIRCUITS 
Although the capabilities of MOS devices in large-scale integration have 
made a great impact on the electronics industry, and will continue to do 
so, it does not follow that all future IC projects will, or even should, use 
MOS technology. There is a place both for MOS and bipolar devices, 
grid the suitability of either technique for a particular project must be 
judged in relation to that project. 

Detailed system comparisons show that in some cases MOS is the 
better choice, in others bipolar provides advantages. Some of the factors 

*To avoid confusion, we recommend the use of the term `simple integrated circuits' 
rather than `discrete integrated circuits'. 
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Fig. 1.1—Comparative packing 
density of MOS 
and bipolar devices 

affecting choice are system speed, system size (complexity), source of 
input signals and their voltage levels, required outputs, and the number 
of pin connections per pack. 

The first of these may be a deciding factor on its own, since MOS logic 
speeds normally are limited to below SMHz at present, although it is 
likely that this figure will double in the foreseeable future. However, for 
system speeds much in excess of IOMHz, bipolar technology must be 
used. 

Small-scale integration is not likely to be economical in MOS form. The 
input and output requirements may also have a significant effect on the 
choice. For example, heavy current loads cannot be driven directly from 
MOS circuits, and if either input or output requirements, or both, are not 
directly compatible with the MOS circuits, special interface circuits are 
necessary; the overall cost of the system may favour a bipolar approach. 

In cases where few inputs and outputs are needed, but there is a large 
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amount of logic to be done between input and output, the balance is 
likely to be in favour of MOS technology. 

Standard MOS arrays 
Because the individual MOS transistors on a chip are very much smaller 
than bipolar devices, the amount of logic .which can be accommodated 
on a chip is much greater than can be fitted on a bipolar chip of the same 
size. Also, because MOS devices are unable to drive capacitive loads, 
since capacitances of a few picofarads are sufficient to cause significant 
speed reduction, it is undesirable to enter and exit from the logic chips 
more often than is absolutely necessary.. 

These considerations lead to two results. Firstly, individual MOS 
gate-packs as known in bipolar ICs will not be generally used in large 
quantities, although more-complex gate arrays may. Secondly, the standard 
or `catalogue' items in MOS technology will in general be more complex 
than the present bipolar higher-order circuits. The most common 
standard circuits available at present are shift-registers of various 
types and lengths. The range of devices is also expanding to include 
multiple decade counters, multi-stage binary dividers, read-only stores 
or memories (r.o.s. or r.o.m., the latter also being known as n.d. (non-
destructive) r.o.m.), and read-write stores. 

Other functions which may be considered suitable for production as 
catalogue items are devices such as multiple binary adders, parallel 
multipliers, combined counters and stores, and reversible decade counters. 
Because of the complexity of this type of array the number of general 
applications is limited, therefore the number of different types of large-
scale integrated circuits of this form also will be smaller than available 
in the less-complex bipolar range. 

Custom-built MOS arrays 
Where a customer has a large volume requirement .for a special MOS 
circuit to provide a function not covered by items from the standard range, 
it is possible for this requirement to be satisfied by the semiconductor 
manufacturer undertaking a special `customised' development. In this case 
the system requirements are specified by the user, and close co-operation 
with the semiconductor manufacturer leads to a final circuit design which 
is used as the basis for making the necessary layouts and masks for 
production. Early samples of devices are assessed, and any necessary 
changes are made before the device is produced at full volume. When 
considering custom-built arrays it is essential to design the logic in such 
a way that it uses only standard encapsulations and numbers of pins. 
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Gate arrays 
A possible approach to customised design for smaller units and smaller 
production volume is the use of gate arrays. Here, standard chips are 
made comprising a matrix of say 64 or 128, or more, gates and these are 
processed to the stage where the final aluminium interconnection pattern 
is to be applied. Slices are then held in store at this stage. When customer 
requirements for medium-scale integration logic functions arise, a suitable 
aluminium interconnection pattern is designed with the aid of a computer, 
and a final interconnection mask is made. 

Although this approach is flexible enough to be used on relatively 
small runs, it cannot make optimum use of the available chip area and is 
not economic for large production runs. 

OPERATION OF MOS TRANSISTORS 

The MOST is a field-effect semiconductor device. Two basic types of 
field-effect device are in common use, the J-FET (junction field-effect 
transistor) and the IG-FET or MOST (insulated gate field-effect transistor 
or metal-oxide silicon transistor). For large-scale integration purposes it is 
the second type which is considered. 

The MOST is basically athree-terminal device* shown symbolically in 
Fig. 1.2. The source and the drain are analogous to the emitter and collector 
of a bipolar transistor, and the gate is the control electrode which is 

Fig. 1.2—MOST 
symbols 

Gate 

Drain 

> Substrat¢ 
Gate 

Drain 

~ Substrate 

Source Source 

p-channel MOST n- channel MOST 

I a~essl 

analogous to the base of a bipolar transistor, except that no input current 
is required. When a voltage is applied between source and drain, the current 
flow between these terminals is controlled by the gate voltage. 

MOST devices can be operated with either electrons or holes acting as 
the carriers. It is possible to make devices which conduct when the gate is 

*For the purpose of this description the substrate is not considered as an active terminal. 
The effect of substrate voltages is explained subsequently. 
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unbiased, and others which require a gate bias to cause conduction. 

Devices using electrons as the carrier are known as `n-channel' and 
those with positive carriers are `p-channel'. Those which are normally 
cut off with zero gate bias are `enhancement' types, and those which 
conduct with zero gate bias are `depletion' types. The cut-off point is 
referred to as the pinch-off voltage VP for depletion types and the thres-
hold voltage VT for enhancement types. Fig. 1.3 shows the regions in which 
the various types conduct. 

L 7flB3i 

Vp 

+ID

n-channel 

—' IDSS 

-V~ +V~ 

-V~ +V~ 

Vp 

p-chann¢t 

Depletion 

+ID

n-channel 

VT 

-V~ 

- V~ 

p-channel 

Enhancement 

Fig. 1.3—Conduction 
characteristics of devices 

For logic purposes it is necessary to have a device which is normally 
cut off with the gate at zero, so that the output voltage swing of a previous 
device can turn it on or off without extra voltage-shifting circuits; 
therefore, an enhancement type must be used. A p-channel enhancement 
device is easier to make than an n-channel type, and in general exhibits 
better stability of characteristics. There are special cases where it is 
desirable to have both p- and n-channel devices on the same chip but 
unless otherwise stated all the following applies to p-channel enhancement 
devices. The cut-off point, as already mentioned, is referred to as the 
threshold voltage VT. 

The sectional view in Fig. 1.4 shows the .effective areas of the device. 
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Fig. 1.4—Effective areas 
of MOS device 

~a 7866 

Thick 
oxide 

The structure consists of a heavily-doped n-type substrate. Into this, p-type 
regions are diffused to form the source and drain areas. The area separating 
the source and drain areas is covered with a thin oxide, and aluminium is 
evaporated on top of this with a small overlap on the p-diffusions. This 
aluminium forms the gate electrode. Contacts are made to the source and 
drain regions, also by an aluminium deposition. 

A more detailed description of the steps in manufacture is given in 
Chapter 2. 

Gate ofuminium 

Thick oxid¢ 

a7B 69 

Fig. 1.5—Unbiased RAOST 

Conduction Bath in an MOS device 
Fig. 1.5 shows the distribution of space-charge forming the depletion 
layers in an unbiased MOST. Care is taken in manufacture to ensure 
that there is no unneutralised charge in the gate oxide region, and in 
the unbiased condition the depletion layer is confined to the p-n junction 
areas as shown, with little or no distortion at the surface. 

When a small negative bias is applied to the gate (with respect to source, 
and with substrate assumed connected to source and to the common or 
reference level) electrons are repelled from the surface immediately below 
the gate region and a depletion layer forms in this area, as shown in Fig. 
1.6a. If the negative bias is increased further, the depletion layer deepens 
and positive carriers (holes) are attracted towards the surface, as shown 
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Fig. 1.6—Gate-only biased 
a) slightly negative 
b) further negative 

in Fig. 1.6b. These form a p-conduction region or `channel' below the gate, 
connecting the source and drain regions. The channel is effectively a 
p-layer but is formed in n-type material, and is referred to as the 
`inversion layer'. The gate voltage at which an inversion layer is just 
formed is termed the `threshold voltage'. A more precise definition of 
threshold voltage can be given in terms of the energy gaps, Fermi levels, 
and dimensions for the type of structure and doping levels involved but 
discussion in these terms is beyond the scope of this publication. 

When a bias is applied between source and drain, as in Fig. 1.7a, in 
tl"ie presence of an inversion layer, conduction occurs along the channel 
and since there is a voltage drop along the channel the effective gate 
voltage falls as the distance from the source increases; thus the depth of 
the inversion layer also decreases. The depletion layer depth increases at 
the drain region because of the higher voltage field near the drain. Fig. 1.7a 
shows the condition at pinch-off or at the threshold level, where the .gate 
and drain voltages are equal, and both greater than VT. Fig. 1.7b shows the 
effect when the gate voltage is greater than the drain voltage. The channel 
now is deeper than in Fig. 1.7a. This condition is termed the `unsaturated 
state', where channel current is a function both of gate and drain voltages. 

In Fig. 1.7c, the drain voltage is greater than the gate voltage, and the 
voltage drop along the channel due to drain current gives rise to a 
condition where the channel is pinched-off before the drain is reached ; 
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Fig. 1.7—Gate biased 
a) to threshold level 
b) above threshold level 
c) above threshold level to saturation 

a current now flows across the depletion layer to the drain. This condition 
is the `saturated state', and in this state the channel current is controlled 
by the gate voltage and is almost independent of drain voltage. 

It is important to realise that this pinched-off distance is a very small 
fraction of the total source-to-drain distance. 

As the drain voltage is further increased the channel becomes pinched-
off slightly earlier, but because the pinched-off length is not directly 
proportional to drain voltage, there is a slight increase in drain current 
with increasing drain voltage. 

Gain factor 
For fixed drain-to-source voltage and fixed effective gate voltage (VG~efe> _= 
VG-VT), the main factors affecting the level of current flowing between 
source and drain, for a given material resistivity, are 
1) Drain-source current IDs is inversely proportional to channel length L 

(shown in Fig. 1.8), that is, the distance between source and drain. 
2) IDs is also directly proportional to the channel width, that is, the 

width of the thin oxide region. 
3) The threshold voltage is directly dependent on the number of surface 

charge states at the surface of the material. This is a function of the 
process used, and affects both the thin and thick oxide thresholds as 
shown in Fig. 1.9. 
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4) As the thickness of the gate-insulating oxide layer is increased the 
effective field producing- the inversion layer penetrates less deeply, 
and the thickness of the inversion layer is reduced, resulting in reduced 
drain current, due to higher channel resistance. 

5) The field is more effective if the dielectric constant of the gate oxide 
is increased, and Ins then increases proportionally. 

6) Current and gain are proportional to carrier mobility. 

The gain factor po is associated with a particular manufacturing pro-
cess, and the gain R of a particular device made within that process is p = 
po•W/L where W is the channel width, L is the effective channel length, 
and (3o is a function of carrier mobility surface states, dielectric constant, 
and dielectric thickness, and has the dimensions of IDs/(VG(erf))z• 

Typical gain factors (po) lie between S~.A/V2 and lOuA/V2. The factor 
,3 is analogous to the large-signal common-emitter current gain hFE of a 
transistor or, more accurately, the mutual conductance gm of a thermionic 
valve. 

Two operating states have been mentioned so far, these being the 
unsaturated state where drain voltage VDs < VG(erf) (sometimes referred 
to as the `triode' region) and the saturated state where VDS>VG(erf>. 
A detailed examination of the device characteristics in these two regions 
follows the section on device manufacture. At this stage it is sufficient to 
state that a good approximation to the value of drain current in the two 
regions is given by the following expressions 

Unsaturated (triode) state, VG > VT > VDS 

r VDS2

J
IDS = ~ vDs(vG —VT) 

2 

or 
VDs2

IDS = ~ VDSVG(eff) — 2

Saturated state, VDS ~ VG(eff) 

IDS ^' 
2 

(VG—VT)2 

or 

IDS 
ti  2VG(eif)2• 
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CHAPTER 2 

MANUFACTURE 4F MOS INTEGRATED 

CIRCUITS 

Several MOS manufacturing techniques have been developed, and variants 
and refinements are introduced from time to time to meet the requirements 
of particular devices. The present chapter describes a simplified deposition 
process; the dimensions and values quoted should therefore not be used 
for design. 

The starting point for manufacturing an integrated circuit is a 
specification. This is converted into a circuit diagram which is subsequently 
converted into alarge-scale layout of the final MOS chip surface. From 
this, a number of photographic masks for the various stages are produced, 
either by a combined computer mask-making process or by a two-stage 
photographic reduction to the final chip size, and these are used in the 
various manufacturing steps shown below. This sequence of events is 
shown diagrammatically in Fig. 2.1. The basic process from this stage 

Br¢ndboarding 

in some cases 

System 
requirement 

(a ~eev~ 

1 
Circuit 

diagram J 
Rough 
layout 

i Possible ci cuit modifications to 
~ simplify layout design. 
L —E 

Device 
manufacture 

Mask 
design 

Fig. 2.1—Manufacture of MOS integrated circuits 
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on is described in Fig. 2.2, although not every detail is included. Variations 
to produce special features may be added to this basic process; the main 
steps are shown in Fig. 2.2. 

The masks having been produced, the process begins with a slice of 
111 oriented monocrystalline silicon, up to 2 inches in diameter, which 
is used to produce a large number of identical circuits. Instead, 100 
oriented silicon may be used but is more difficult to handle and process. 
The steps given below refer to the 111 process. The slice is first covered 
with an oxide layer, after which it is covered with a photoresist; the first 
mask is used, in conjunction with ultraviolet, to define the areas where 
p-diffusions are required for source, drain and underpass regions. After 
exposure, the photoresist is removed from these areas and the oxide is 
etched away. Boron is then deposited, and during the deposition a further 
glass (oxide) layer grows. This is removed by an acid etch, and the boron is 
diffused or driven in at a high temperature. Drive-in produces a boron 
layer about 2µm deep. During drive-in there is also a small sideways 
diffusion resulting in an increase of some 1.5µm all round. The next stage 
is to grow a further oxide layer over the whole slice, giving a total thickness 
of 1.5µm. 

A second photoresist process is then used to define and etch away all 
the oxide over the gate areas and contact hole regions. A thin oxide of 
about 0.12µm is grown over these areas, and this is treated to remove 
undesirable effects such as charge centres. 

A third photoresist stage defines the contact holes, which are then 
opened by an acid etch. 

An aluminium layer approximately 1 to 2µm thick is evaporated over 
the complete slice, and this is etched by means of a final photoresist stage to 
produce the gate electrodes, contacts, and interconnection pattern. A 
section of the resulting device might be as shown in Fig. 2.3. 

After testing, the slice is cut up into individual circuits, which are 
encapsulated. These devices undergo a full final test before delivery. 

This process gives a thin oxide threshold voltage of between 2•SV and 
4•SV. Areas between p-diffusion regions which are covered with thick 
oxide, over which there is an aluminium layer, could also act as MOS 
devices. These are known as parasitic MOS devices, and the purpose of 
thick oxide is to ensure that the threshold level of such parasitic structures 
is so high that they can never be turned on. The parasitic threshold 
voltage is over 40V and is in many cases in excess of 60V. 

A major difference between the MOS and the bipolar IC process is that 
in MOS technology there are no isolation diffusions, resulting in a signifi-
cant economy in chip area. Further, because there is only one diffusion 
as in bipolar circuits, where the emitter is diffused into the base which 
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has itself been diffused into the collector, the problems of cumulative 
mechanical tolerances are significantly reduced, giving further economy 
of area. In manufacture, advantage is taken of these factors and, where 
possible, minimum dimensions are adhered to. The smallest individual 
MOSTs in common use in integrated circuits have a 10~.m-square gate 
region. 

Typical packing densities for purpose-designed static logic circuits are 
some hundreds of devices per mm2. The exact figure depends on the ratio 
of active devices to interconnection aluminium. 
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CHARTER 3 

D.C. OR STATIC CHARACTERISTICS 

As stated previously, two basic characteristic equations define the MOST 
drain current. While the gate-to-source voltage VGs is below the threshold 
voltage VT, no inversion layer exists and no drain current flows. 

Unsaturated state (triode region) 
When VGs exceeds the threshold voltage, and while the effective gate 
voltage (Vc(e1r>=VGs—VT) is less than the drain-to-source voltage VDS, 

the drain current is approximately: 

r VDSZ

J
IDS ^' ~ VDS • VG(ei1) — 

2 

where 

.. .(3.1) 

Saturated state 
When the drain-to-source voltage equals or exceeds the effective gate 
voltage the device is stated to be saturated. In this condition the voltage 
drop along the channel is less than the drain-to-source voltage, and the 
channel falls short of the drain p-region. Conduction very near the drain 
region occurs across a section of the depletion layer. In this condition 
the drain current is given by: 

IDS = 
2 

VG(eff)2 . . . . (3.3) 

The above equations do not take account of variations in effective channel 
length due to changes in VDs, nor is the effect of substrate-to-source 
voltage Vss included. These effects are considered in the more detailed 
discussion which follows. 

Detailed discussion of MOST d.c. characteristics 
Fig. 3.1 shows a plot of the drain-source characteristics calculated from 
the equations stated above, with po assumed to be 7.5µA/V2 and W/L 
taken as 30/7µm, giving a p value of 32µA/VZ. This represents 
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30µm x 10µm on the mask, with 1.5µm out-diffusions at source and drain. 
(A normalised plot of IDs/p against VDs is not valid for comparison 
purposes because variation in 3 due to changes iri VDs is a function of 
absolute channel length and not simply of the W/L ratio.) Above the 
VDs = VG(eff) locus the slope of the characteristics calculated in this 
manner is seen to be zero, representing an infinite output impedance; 
that is, drain current appears to be independent of VDs. This appears 
obvious from the equation used to calculate the characteristics because: 

dIDs _ d(~3/2. VG(eff)2) —_ 0. . .. (3.4) 
dVDs dVDs 

In practice this is not so, and other effects must be considered to account 
for the finite output impedance seen in the practical characteristics given 
in Fig. 3.2. 

As stated earlier, the effective device p is modified by the drain voltage. 
It is also a function of the effective gate voltage. 

For accurate performance calculation, the following equation replaces 
Eq. 3.2. 

p — 1-}-0.03 VG(eff> (L) 

As the drain voltage is increased, the depletion layer deepens. The result 
of this deepening is to shorten the effective channel length as VDs increases. 
In the saturated state, the depletion layer extends to such a distance that 
the inversion layer does not exist near the drain diffusion. This again 
results in a shortening of the channel length. 

A reduction in channel length increases the W/L ratio thereby increas-
ing p as the drain voltage rises, and this accounts for the finite output 
impedance in the saturated regio"n~. The effective channel length is given by: 

~y (VDS —VG(eff)) 
L

—L0 2 

po W 
. . . (3.5) 

. . . (3.6) 

in the saturated state (lengths L and Lo in micrometres) defined as 
VG(erf> C VDs, and 

L = Lo . . . (3J) 

in the unsaturated state (lengths L and Lo in micrometres) defined as 
VG(eff) ~ VDg, where Lo is the actual channel length at zero bias (that is, 
actual separation of drain and source areas). 

Modifying Eqs. 3.1 and 3.3 by Eqs. 3.5 and 3.6 gives an accurate 
representation of device characteristics. Characteristics calculated from 
these equations are shown in Fig. 3.3 for a device of the same size as 
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considered previously, that is 30~.m x 10~.m on the mask (30~.m x 7~.m 
effective size because of 1 •S~.m out-diffusion at source and drain). 
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Fig. 3.3—Calculated MOST characteristics using corrected expressions 
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Output resistance, unsaturated state 

Differentiating Eq. 3.1 with respect to VDs gives an output conductance of: 

GDS = ~(VG(eff) —VDS), •(3•&) 

giving an output resistance of: 

1 
RDs(sat) — n~  . . . (3.9) 

NtVG(eff) —uDS) . 

As shown in Figs. 3.1, 3.2 and 3.3 there is a difference between the 
practical output characteristics and those predicted by the simple expres-
sion 3.1. For most practical purposes the empirical value of output 
resistance given below gives sufficient accuracy. 

Lo~-3
l . . . (3.10) RDS(sat) ~ 

~ 
(VG(eff) —VDS)I-0 ~ 

where Lo is in micrometres. 
In some cases it may be necessary to add to the value a further contact 

resistance due to the source diffusion resistance of 100 to 15052/square. 

Output resistance, saturated state 
Equation 3.3 indicates that IDs in the saturated state is independent of 
VDs and that therefore the output resistance is in fact as shown in Fig. 3.1. 

The modified equation defining Ins in the saturated state including 
channel length modulation, is: 

O'SNOVG(eff)2W 
• . 3.11 IDS(sat) — f ! 1 ( ) (1 ~' O'03VG (eff))LLO —O'SIVDS —VG(eff) ~i" 0'7)]t 

The output resistance derived from this equation is a cumbersome 
expression 

RDs~sat) 
11f " ~ \ _ // 

g(1+0'3VG(eff)/~LO - 0'S y (VD —VG(eff) -1'0 '~1~2"V \VD —VG(eff)+~'~)

NOW VG(eff)2 ~ 

. .. (3.12) 
and Fig. 3.4 shows values calculated from this expression for various 
sizes of MOS device. 

The slope resistances determined above are of importance in designing 
charge-transfer MOSTs and output interface circuits. Both of these topics 
are discussed in later sections. 

Effect of substrate voltage on threshold voltage 

As seen in a previous section, all devices comprising an MOS IC are 
made on a common substrate. As a result the substrate voltage of all 
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devices is equal. In arranging the devices to form gating functions it is 
sometimes necessary to connect a number of individual MOSTs in series, 
resulting in an increase in source-to-substrate voltage in proceeding along 
the series chain. This has the effect of increasing the effective threshold 
voltage of devices whose source potential is higher (more negative) than 
the substrate potential, due to an increase in the depletion layer width. 
The change in effective threshold voltage is given by the following 
expression 

VT = VTco>~-~•75[(Vss-X0.8)§-0.93] . . .(3.13) 
where VBs is the substrate-to-source voltage, and VTro> is the threshold 
voltage with VBs equal to zero. Fig. 3.5 shows the effect of this variation. 
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CHAPTER 4 

THE MOS STATIC INVERTER 

The basic circuit used in all logic gates is the simple inverter, shown in 
Fig. 4.1a. An idealised equivalent circuit of Fig. 4.1a is shown in Fig. 4.1b, 
where the switching MOST is replaced by a conventional switch. 

In the practical case of Fig. 4.1a, a low-p MOST (high resistance) is 
used as a load resistor, and ahigh-p MOST (low resistance) is used as the 
switch. When TRi is on, the output voltage is given by: 

Vn(Rnsci>) 
VoutcloW) — 

Rnscl)+Rnsc2) 
.. . (4.1) 

where Rns~>> and Rns~z> are the drain resistances of TRl and TR2 
respectively. As shown previously, the values of Rnscl) and Rnscg> depend 
on the geometry and operating conditions of the two devices. Within a 
single chip the variation of Ro from device to device is very small (less 
than 10 %) and within a single slice the variation of VT is less than 150mV. 

VG G 

VG 

—Vp 

Load MOST 
TR2 

bout 
Output 

Switching MOST 
TRl 

la) Ibl 

bout 
0 ut put 

Ia7B731

Fig. 4.1—Simple inverter 
a) circuit 
b) idealized equivalent circuit 
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As shown in Fig. 4.2a an inverter may be operated with the load 
MOST gate connected either to the common negative supply rail, in 
which case it remains saturated at all times, or to amore-negative potential 
than the normal supply so that the load MOST is kept unsaturated. The 
second condition, shown in Fig. 4.2b, provides greater operating speed as 
will be seen later, but also higher dissipation for a given output voltage. 

VGG 

VDS 

VG J 

TR2 Load MOST 

' Vout 

TR1 

lal 

IVGG VDS+VT ) 

VDS 

VG

TR2 Load MOST 

TR1 

Vout 

(b) l ;~en

Fig. 4.2—Load MOST gate connected to 
a) common negative rail (saturated) 
b) more-negative potential (unsaturated) 

Output voltage, low state 

The low state output voltage of an inverter depends on the relative sizes 
of the two devices, the supply voltage, and the gate voltages. The output 
voltage can be calculated by equating the device currents but, even using 
the simple equations 3.1 and 33, the resulting quadratic equation is 
extremely cumbersome and highly inaccurate. Use of the complete 
modified equations leads to a solution which can only be usefully handled 
with a computer; for practical purposes a graphical method provides 
results which are far more ,meaningful than the rigorous treatment 
mentioned above. 

In static inverters, the load MOST is a device having a high length-to-
width ratio. When considering a long device, the effect of channel-length 
modulation by drain voltage may be safely neglected. The inverter output 
voltage is obtained by plotting the In/VD characteristic of the load 
MOST as a load line on the output characteristics of the gating MOST. 
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For an inverter such as that shown in Fig. 4.2a, where the load is always 
saturated and Vs is the supply voltage, 

VD(load) = VS —Vout 

VG(eff)load = VSaa—VT —Vout 

NOVG(eff)2W 
ID(load) = 

11+0'03VG(eff))L 

(~u(Vs VT Vout)ZW 

(1 +0.03)(Vs —VT —Vout)I-

For an inverter of the type shown in Fig. 4.2b, VGG is greater than the 
supply voltage, and the load MOST is unsaturated. 

VD(load) = VS —Vout 

VG(eff)load =VGG —VT —Vout 

. . . (4.2) 

ID 
_ NO(VD —VG(eff) VD 2 ~2)W 

(1-~0.03VG(eff))4

. . . (4.3) 

. . . (4.4) 

~o~(VGG—VT)(Vs—Vout)~Vout2/2—Vs2/2~W . . .(4.5) 
(1+0.03)(VGG —VT —Vout)L 

Load lines plotted from equations 4.3 and 4.5 are shown in Figs. 4.3 
and 4.4. 

Since in the Fig. 4.2b circuit the load MOST is in the unsaturated state 
and therefore has a lower channel resistance than the saturated load of 
Fig. 4.2a, the Fig. 2b circuit will have a higher dissipation than in Fig.4.2a, 
for the same supply voltage. 

However, by using a lower supply voltage in the circuit of Fig. 4.2b, 
speed can be increased considerably, compared to that of Fig. 4.2a, 
without increasing dissipation. This follows directly from the operating 
conditions. ~'or an unsaturated load MOST the output resistance is low 
and the load capacitance, which is the major factor in determining speed, 
is charged rapidly. However, for the same output voltage and drain 
current the dissipation is propartional to the supply voltage. 

Comparison of load line `b' at 2V output in Figs. 4.3 and 4.4 shows 
that the dissipation with an unsaturated load circuit and a 15V supply 
(Fig. 4.4) is 15V x 120µA = 1.8mW. The dissipation with a saturated load 
circuit and a 25V supply (Fig. 4.3) is 25V x 90µA = 2.25mW. However, the 
output voltage swing of the Fig. 4.3 circuit is lower than that of the 
Fig. 4.4 circuit, resulting in a higher switching speed in spite of lower 
dissipation. 
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It is interesting to note that the Fig. 4.3 circuit consists of 50µm x 10µm 
devices for the load MOSTs plus 40µm x 10µm devices for the driver 
MOSTs, requiring a total area of approximately 300µm2. For the Fig. 4.4 
circuit there are 30µm x 10µm devices for the load plus 40µm x 10µm 
devices for the drive MOSTs requiring a total area of approximately 
200µm2. The overall areas quoted allow space for source and drain 

.contacts, and clearances. 
In an optimised design and with unsaturated loads, the total area 

required for a device can be reduced by almost half but, as will be 
explained subsequently, the use of dynamic gating circuits allows a much 
greater reduction. 

Replotting the output voltage of an inverter along the curved load line 
produces a transfer characteristic of the form shown in Fig. 4.5. To ensure 
that the output of the inverter is low enough to completely turn off a 
subsequent MOST, the inverter output must be below the minimum 
threshold voltage, say —2V, which for the inverter shown in Fig. 4.5 
requires an effective gate voltage of at least 4V. 

Because of the width of the indeterminate zone of the transfer character-
istic it is obviously necessary to have fast rise and fall times of the driving 
waveforms to maintain good output speed. In bipolar circuits the width 
of the indeterminate zone is of the order of 100mV, indicating a much 
higher stage voltage gain which in turn makes it less difficult to maintain 
high operating speeds. 
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Fig. 4.5—Transfer characteristic of MOST inverter 
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CHAPTER 5 

MOS SWITCHING CH~►RACTERISTICS 

In bipolar circuits the switching characteristics are determined by the 
turn-on and desaturation times of the transistors, as well as the fT (transi-
tion frequency) and load time-constants. The base drive and source 
resistance also have a significant effect. 

In MOST circuits .the intrinsic cut-off frequency is above 1 GHz. The 
maximum operating frequency of large-scale integrated circuits is, how-
ever, several orders below this. The reason for this is that during each 
switching transient, gate and interconnection capacitances must be 
charged or discharged, and the charge or discharge path is of relatively 
high impedance. 

In discrete MOST or J-FET amplifier circuits this limitation is not 
normally present because the design of source impedance can usually be 
tailored to take maximum advantage of the intrinsic device character-
istics. 

CIRCUIT CAPACITANCES 

The most significant circuit capacitances are those associated with the 
gate electrode, which consists of aluminium over thin oxide, and the 
capacitance between the interconnection aluminium and the substrate. 
Although the dielectric of the interconnection capacitance is formed of 
the thick oxide, giving a much lower value of capacitance per unit area, 
the total area of interconnection associated with one gate output may be 
such that this capacitance assumes the greater importance. This condition 
may arise because of layout problems, and is a significant factor when 
designing MOS logic layouts. P-diffusions used as interconnection can 
also add significant circuit capacitances. 

Gate capacitance 

The gate is effectively a parallel plate capacitor as shown in Fig. 5.1 
giving a capacitance value of CG = L.WeoX/toX ~ . . .(5.1) 

where eoX and toX are the dielectric constant and thickness of the thin 
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Fig. 5.1—Gate capacitance 

oxide layer respectively. With a thin oxide layer 0.1µm to 0.12um thick, 
this expression yields a gate capacitance of: 

CG = 3.4 x 10-4 pF/µrh2. . . . (5.2) 

(In calculating the gate capacitance, allowance must be made for the 
sideways diffusion of the p-regions.) 

Interconnection capacitance 

The aluminium interconnection also forms a parallel plate capacitance to 
the substrate, and this has a value of: 

CI = 3 x 10-5 pF/µmz. . . . (5.3) 

Source and drain capacitance 
The p-diffusions forming the source and drain electrodes have a capaci-
tance to substrate which depends on the bias voltage between the p-region 
and the substrate, as well as on the area of the diffusion. This is the normal 
p-n junction capacitance: 

geoerNb Vn 
( ) CPn — A 

2Vn VD ~- V 
. . . 5.4 

where Nb is the background impurity concentration, VD = 0.76, eo is the 
permittivity of free space, er is the relative permittivity. For the process 
described in Chapter 3 Eq. 5.4 may be expressed as follows: 

10.7
Cpb = Clo (A~-2.5 ~) 
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where Cpb =capacitance between p-diffusion and substrate 
Cio =capacitance at lOV bias = 3 X 10-5 pF/~.m2
V =reverse bias between p-area and substrate 
A =area of p-diffusion 
P =perimeter of p-diffusion (on mask). 

Fig. 5.2 shows a plot of this capacitance against bias voltage for various 
device sizes. 
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Fig. 5.2—Capacitance between p-diffusion and substrate 
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SWITCHING TIMES 
Rise-time—Case I, saturated load MOST 
Fig. 5.3a shows the circuit of a MOST inverter. The equivalent circuit 
for the case where TRl is turned off is shown in Fig. 5.3b. The total 
output, gate, and interconnection capacitance is represented by C, and 
since for a step input function the channel current of TRl is turned off 
immediately the gate voltage VG is made positive, this is equivalent to 

Load 
MOST 

 ~~ 

TR1 

a 8001 

5 

1 ~ 

(a) 

V~l¢ffl 
=V~-VT

Llad 
MOST 

vs

lIp=z~ 

Fig. 5.3—Equivalent circuit of MOST inverter for rise-time calculation (saturated load) 
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Ic 

IDS 

Therefore, 

dVc 

opening switch SA in Fig. 5.3b. 
The effective gate voltage of the load 

VG(eff) = VS — 

where Vs is the supply voltage, VT is 
voltage across the capacitance, giving 
simple expression) of: 

IDS = 
2 

VG(eff)2 

= dd to (where Ic is the current through the capacitance) 

MOST is 

VT — VC . . . (5.6) 

the threshold voltage, VG is the 
a drain current level (using the 

=l~=cddG 

dt 2C (Vs — VT — Vc) . 

From this, 

. . . (5.7) 

. . . (5.8) 

Since Vs — VT is the final value at t = co, Eq. 5.7 may be written in the 
normalised form: 

Vc(t) (Rt/C) Vfin. 

Vfin. 2+(Rt~C) Vfin• 

Fig. 5.4 shows a comparison between the voltage/time curve for a capacitor 
charged by a saturated load MOST and the same capacitor charged through 
a fixed resistor of value 1/gm, to the same final voltage. The value of gm
is pVG(err). The VG(eff) is in fact a varying quantity, but in Fig. 5.4 fixed 
values of 0•SVgin., 0.4Vfin., and 0.25Vgin, are shown. The exponential 
curves show different rates of rise from those of the saturated load MOST 
case, but give a reasonable approximation with R = 1/gm = NVfin.• 

In load MOST calculations the effects of channel length modulation 
with varying drain-to-source voltage need not be considered because the 
variation is insignificant in comparison to the length of devices used as 
loads. 

. . . (5.9) 

Rise-time—Case 2, unsaturated load MOST 
An inverter circuit using an unsaturated load MOST is shown in Fig. 

S.Sa. The equivalent circuit for analysis is shown in Fig. S.Sb. 
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The drain current of the load MOST in the unsaturated state is given by: 

IDS = R~VG(eff) • VDS — (VDS2/2)~ 

where 

VG(eff) =VGG — VT — VC 

and 

VDs = Vs — VC. 

As before, equating the capacitor current to the drain current gives: 

dVc =I Ds/Cdt 

or 

J 
Vc dVc = J IDs/Cdt. 
0 0 

From this, 

rt _R _ p_t _ rvC  dvG 
J J /~~ (s.lo> 

0 C C 0 (VGG—VT—VC)l`S—vC)-2(vs—VC)2 . . . 

which results in 

VC(t) — {i—eXP~—(Rt/C)(VGG—VT—VS)~} 
Vs 1+Vs expL —(Rt/C)fVGG —VT—Vs)l 

Vs-2VT-2VGG

Note that Vs is the final value in this case. 
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A family of curves is shown in Fig. 5.6 illustrating the effects of varying 
VGG, and comparing the unsaturated load case with the saturated load case. 
Switching speeds calculated from Eq.5.11 are of particular relevance 
when considering the operation of the dynamic logic circuits described in 
later sections. 

TURN-ON SWITCHING TIMES 
The turn-on characteristic of a MOST consists of two distinct parts. As 
the gating MOST of an inverter (Fig. 5.7) begins to turn on, it is, normally, 
initially in the saturated state. Capacitor C is initially charged to a voltage 
Vco, the oFF state voltage of the inverter. Transistor TRl is then turned on 
and the capacitor is discharged. Eventually a point is reached when 
Vns = uccerrt. From this point on, the device is in the unsaturated state. 

bout 

Fig. 5.7—Inverter 
VG

TR1 
Gating 
MOST 

faeooc 

For a simple analysis the equivalent circuit considered is as shown in 
Fig. 5.8. 

bout = ~C = ADS 

yG(eff) 
TR1 II DS 

=IC 

T` 
(al 

yG(eff)~~ 
TR1 

1 c

(b) aeons 

Fig. 5.8—Simple equivalent circuit for turn-on analysis 
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For the Fig. 5.8a circuit, in the saturated region: 
rt 

Vout = Vco — CJ o Idt 

RVG(eff)2t
= VCO 

ZC 

. . . (5.12) 

. . . (5.13) 

Thus, from the starting voltage Vco to the limit of saturation, the time in 
the saturated state is given by: 

ZC(VCO — VG(eff))—VT 
. . (5.14) tsat = aa

NVG(eff) Z

Equation 5.14 predicts a linear fall in output voltage while the device is 
in the saturated state. In practice, since the gating device has a finite 
output resistance, the output voltage fall will not be linear and will be 
more rapid than Eq. 5.14 predicts. This simple analysis ignores the effects 
of the load MOST on the switching time, and since this increases the 
switching time, Eq. 5.14 may be regarded as being sufficiently accurate 
for most purposes. 

In Fig. 5.8b the time in the saturated state is given by: 

tsat = a 
N R VG(eff)2

CRloge(1+2 VG(eff) — VS) 

Turn-on time, unsaturated state 
In the unsaturated state, 

— dVc (1Ds/C)dt 

= 
C LVG(eff) • VDS — (VDs~/2)~ dt . . . (5.15) 

= C ~VGteff) . VG — (Vc2/2)~ dt . . . (5.16) 

from which it can be shown that the fall time in the unsaturated region 
is given by 

tunsat = — 
NVG(eff) loge 2VG (e f) —VC 

For a fall from VD to 0.1VD, the time taken is 
2.95C 

tioo~/a to ion/o ^'  
~VG(eff) 
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Full turn-on time 
The full turn-on time is the sum of tsar and tunsat, and from Eqs. 5.14 and 
5.18 is given by: 

C 2VG(eff) —VCO 
toN(tot> =   2.95 . . . (5.19) 

RuGceff> VG(eff) 

for a fall time from Vco (saturated state) to 10 % VG(erf>+VT• 
The transition from the saturated to the unsaturated state during turn-

on is shown in Fig. 5.9a, and the path of the turn-on characteristic for a 
step input is shown in Fig. 5.9b. 
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Fig. 5.9—Turn-on 
a) transition from saturated to unsaturated state 
b) path of characteristic for step input 
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CHAPTER 6 

MOS GATE CIRCUITS, STATIC LOGIC 

The term `static' as applied here refers to logic circuits capable of operating 
at switching speeds down to d.c. 

In logic circuits the MOST is used either as a switch or as a resistor. 
The basic gating element is the static inverter discussed previously in 
Chapter 4. A modification of the basic inverter to form a rrnrrn gate is 
shown in Fig. 6.1. The devices TRl, TR2 and TR3 form the gating elements, 
and TR4 is a load device. In Chapter 4 the output voltage of an inverter 
was shown to be dependent on the gate drive voltage and the device 
geometry. The ratio of W/L (gating MOST) to W/L (load MOST) is the 
most important factor in determining the performance of an inverter. 
Normally, for a simple inverter, this `ratio of ratios' lies between 20 and 50; 
for example, a 40µm x 10µm gating device with a 10µm x 50µm load 
gives a ratio of 20:1. 

For a circuit such as Fig. 6.1 to achieve the same low-state d.c. output 
voltage as the inverter described above, the combined effect of TRi, 
TRz and TR3 must be equivalent to a single device with a W/L ratio of 4 
(assuming the load MOST remains unchanged). To achieve this, since 
the three devices are series-connected, each device must have a W/L ratio 
of 12. Thus these three devices must each be 120µm x 10µm, and such a 
device could be laid out on the chip as shown in Fig. 6.2a. 

When the xarry gate is in the orr state the three devices conduct in 
series, and there is therefore abuild-up of voltage across the gate due to 
the series resistance of the devices. The effective gate voltage of TR3 in 
Fig. 6.1 is therefore slightly reduced as a result of Vn~3~. This can be 
compensated by a further increase in the device sizes. 

A 3-input xox gate, such as Fig. 6.3, could be laid out on the chip as 
shown in Fig. 6.2b. This gate provides the same low-state output voltage 
as the rrnrrn gate (Fig. 6.2a) but occupies only about half the surface area. 
Further, each gate oxide area of the input devices is one third of the area 
of the xnxn gate devices, and therefore each device has one third of the 
gate capacitance of the xnxn gate devices. If the two gates were driven 
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Fig. 6.1—Static MOST rvArvo gate 

TRG 
Load M 0 S T 

Output=A.B.0 

from the same type of inverter stage, the rrox gate would respond in one 
third of the time of the rra,xD gate response time. Alternatively, for the 
same operating speed, the driver for the NnNn gate would need to provide 
three times more output current than the rrox gate driver, which would 
cause increased dissipation. 

From the above it is clear that rrox logic has considerable advantages 
in economics due to reduced chip area, and gives a much better speed/ 
power ratio than the NANv version. The use of MOST elements to generate 
other gating functions is shown in Figs. 6.4 to 6.9. A rrnrrn-rrox combina-
tion is shown in Fig. 6.4. Transistors TRl and TR2 would have twice the 
width of TR3 (assuming minimum channel length in all cases) for the 
same operating speed. A rrox gate followed by an inverter is used in 
Fig. 6.5 to form _the ox function. 

If F is held at a logical `1' in Fig. 6.6 the circuit can be used as a xa~D 
gate. Transistors TRl and TR2 form a series ntvn.gate to the gate of TRS. 
The inclusion of TRs and TR4 is necessary to remove the accumulated 
charge when the gate is turned off. In Fig. 6.7 a combined Arrn-ott input 
is used, and the function F is applied to TR4 conditionally, depending 
on the state of the input gating. Transistor TR5 is a long (load) device 
which provides a discharge path for the gate charge of TR4. Different 
forms of the exclusive-ox function are shown in Figs. 6.8 and 6.9. 

Series gates such as Figs. 6.6 and 6.7 are not generally used in static 
logic circuits but can be used in the dynamic circuits discussed later. 
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Fig. 6.3—Static MOST rvoR gate 

Fig. 6.4—Combined gates 

Fig. 6.5—oR gate 

A 

EGG 

Vp 

Ao 
TR1 

6o I Co 

45 

TR2 TR3 

A.B+C 

I aeon 1 

aeo~o 



Fig. 6.6—Alternative rvarvo gate 

Fig. 6.7—Combined conditional gate 
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 oVGG 

A.B.A.B 
 0 

Ao 1~--~ Ao 

Bo~~  Bo 

~n7989

Fig. 6.8—Exclusive-oR gate 

 oVGG 

 00/P 
A.B-A.B 

Ao Bo 

~990/!J

Fig. 6.9—Alternative exclusive-OR gate 
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STATIC BISTABLES 
By cross-coupling inverter circuits as in Fig. 6.10, TRi and TR2 form 
the driving sections of the inverter. Transistors TR3 and TR4 are load 
devices. Two methods of applying control inputs to the simple bistable 
circuit by means of TRs and TRs are shown in Fig. 6.11.. These two 
extra devices would be smaller in the Fig. 6.11a circuit than those in 
Fig. 6.11b for the same performance. The speed of these bistables is 
limited by the same. factors that set limits to the operating speeds of 
static logic gates. 

Truth table for Fig. 6.1 la 

S R Q Q 

0 0 1 1 

1 0 1 0 

0 1 0 1 

1 1 Hold state 

Fig. 6.10—Basic static MOS bistable 

STATIC SHIFT-REGISTER, CHARGE STORAGE 
The simple bistable element of Fig. 6.10 can, with minor modifications, 
act as ashift-register stage. Two stages of a long shift-register using 
this circuit are shown in Fig. 6.12. Transistors TR3, TR4, TRs and TRs 
are cross-coupling devices which can be turned on and off by the clock 1 
and clock 2 signals. In stage 1, TRz and TRs form a bistable with cross-
coupling via TR3 and TR4. In the static state the clock signal is absent, 
and therefore clock 1 and clock 2 are both high (negative) and the cross-
coupling transistors are on. To shift information from one stage to the 
next, the clock line is made high, and data is passed via the coupling
transistors TRi and TRs from one stage to the next. Inputs clock 1 and 
clock 2 are now low, and the cross-coupling is inoperative so that data 
can only affect the stage to which it is directly applied. 
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(a) 

TR1 

'771. 

(b) 

TR2 

Fig. 6.11—Two methods of applying set and reset inputs to simple RS flip-flop 
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While the clock pulse is present the information is held in the bistables 
in the form of gate charges on TRs, TRto, etc., and a shift operation 
must be completed before the charge can leak appreciably, otherwise the 
information will be lost. When~the clock signal is removed, the data 
input devices are cut off and the transferred data is stored in the gate 
capacitance of TR2, TR7 etc. Data is entered when the clock signal goes 
negative (`1' state) and appears at the output when the clock signal 
returns to `0'. To ensure that this data is not reduced in amplitude when
clock 1 and clock 2 are taken negative, clock 1 slightly precedes  clock 2. 
The same effect can be achieved by reducing the amplitude of clock 2. 
A simple method of deriving the required driving waveforms is shown in 
Fig. 6.13. This generator would normally be incorporated in the MOST 
shift-register chip. Shift-registers of the type shown in Fig. 6.12 operate 
at clock rates of up to 1 M Hz. 

Clock i 

Clock o/p 

Trigger 
pulses 

I 
I 

1 

J 

Trigger 
input 

Clock 
output 

OV J 

OV

out

Clockl —~/ 

Clock 2 ~ / ~ / : ,~~. 

t 
Clock 2 

Fig. 6.13—Shift-register clock waveform generator 
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COUNTING BISTABLE 
For use in counting circuits a particular type of bistable element is required. 
This element changes state at each clock input. Several methods of 
achieving this function are {possible and one well-known circuit is that 
shown in Fig. 6.14. Transistors TRI, TR2, TR3 and TR4 form a basic 
bistable element. 

Clock 

—Vpo 

Input ~ 
clock 

TR11 

Clock 
invert¢r 

TR12 

TR3 

TRS 

TR7 

---~—r 
I 

yC1 TR

r

B 

~F 

TR4 

TR1 TR2 

Slave 

 0 02

TR9 

TR 6 

L 

Fig. 6.14—Counting bistable 
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Transistors TRII and TRI2 form an inverter for the clock signal. In 
the normal state, the clock line is at zero and TR8 and TRIO are cut off. 
Transistors TR5 and TRs are turned on, and the bistable output voltage 
states are fed to the gates of TR7 and TRy where they charge the gate 
capacitances of these devices. When the clock line is taken negative, these 
charge levels are isolated because TRs and TRs are turned off by the 
clock inverter. Transistors TR8 and TRlo are turned on. 

If QI was negative (1) and Q2 was at zero (0) before the clock pulse, 
there will now be a negative charge on CI, and C2 will be discharged. 
Transistor TR7 will therefore turn on, and TRH and TR8 in series will 
pull QI to the zero state. The cross-coupling connection will make Q2
negative or high. The bistable has therefore changed state. When the 
clock pulse ends, TR8 and TRlo are once again turned off, and CI and C2
are charged to hold the new state of the bistable in preparation for the 
next clock pulse. 

READ-ONLY STORES 
1n many systems such as sequential control or small calculators it is 
necessary to have fixed logic arrays to control data routeing, to perform 
decoding or code conversion, or to store fixed data tables. These functions 
can be accomplished by the use of r.o.s. (read-only stores) which some-
times are termed r.o.m. (read-only memories). An r.o.s. consists of an 
array x by y, and at each crossing or address (x,y)n there is the possibility 
that there is or is not a transistor depending on whether the particular 
location contains a `0' or a `1'. In addition it is necessary to provide circuits 
which can select any desired location in the matrix. This circuitry is an 
address decoder which is similar to that used with true read-write stores 
or r.a.m. (random-access memories); the latter are discussed under that 
heading. 

A section of a possible 64-word 1-bit r.o.s. matrix is shown in Fig. 6.15 
but the decoding circuits are not shown. When no address signal is 
present, output lines o/p~l~, o/p~2~, etc., are all high. Transistors TRo, 
TR1, TR2, etc. are therefore in the ox state and the output bit line is low. 
When a row and column location is addressed by the input lines, if it 
contains a device that device will be turned on and the associated output 
line will become low, making the output bit line high (a `1' output). If 
the location contains no device then the output bit line remains low, 
indicating a `0' output. Stores such as this can be assembled to form longer 
words. For example, eight such stores addressed in parallel would provide 
a 64-word 8-bit memory. 
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RANDOM-ACCESS MEMORIES 
The r.a.m. (random-access memory) or read-write store is a device con-
sisting of a matrix of memory cells (bistables) arranged in x rows and y 
columns. Each location (x,y)„ can be separately addressed and its con-
tents read out, that is, transferred to an output line; alternatively, the 
location can be written into under the control of a `write' line. 

The basic memory cell is shown in Fig. 6.16. This is a simple bistable 
with common input-output connection. To write into the bistable the 
read-write terminal is made 'high (1) or ]ow (0) according to the input 
information, and under the control of a `write' control input. When the 
`write' control is not active, the contents of the location may be read by 
sensing the logical state of the read-write terminal. Each memory cell has 
associated with it aread-write gate and output buffer, as shown in Fig. 6.17; 
the output buffer TRs is necessary to prevent the contents of the location 
being destroyed during a read pulse. 

To read the contents of a particular location, that location is addressed 
on its read line. Transistor TR7 is turned on and if the bistable contains 
a 0, then ~ is high and TRs is also in the oN state, making the output 
bit line low. if the location contains a 1, then ~ is low, TRs remains off 
and the bit line is held high by the common load MOST (not shown) which 
serves that particular bit line. The line may be common to say 16 bits 
in a store matrix. 

Read-write 
connection 

a 7996 

Fig. 6.16—Basic memory bistable 
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 ~ yGG 

yDD 

TR3 

TRt TR2 

TRL 

TRS Bit line 
(common) 

TR6 

TR7 

0 
Read line 
(one p¢r bit) 

0 
Write line 
(one p¢r bit) a 7997 

Fig. 6.17—One bit of random—access memory, including control gate and output buffer 

To write into a location, the location is addressed on the write line, 
TR5 is turned on, and the information level on the bit line at that time is 
entered directly to the bistable. Other bits common to this bit line are not 
affected because they are not addressed. As with the r.o.s., several r.a.m.. 
units may be stacked to build up stores of multi-bit words, such as our 
experimental 16-word 4-bit single chip memory. 

STORE DECODING ARRAY 
The function of a decoding array is to allow any location within a store 
array to be individually addressed. Decoding arrays are often referred to 
as `selection trees', and a number of different configurations are possible. 

Fig. 6.18 shows part of a 16-address decoder using binary coding. 
Four inputs A, B, C and D are necessary to provide 16 possible input 
combinations. Each address using this system requires eight MOST 
devices, plus a share of the input buffers. A better arrangement is based 
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on branching circuits as shown in Fig. 6.19, although care must be exer-
cised in the design of this type of circuit if maximum speed is to be 
achieved, because of the series CR circuits. 
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Fig. 6.20—Block diagram of 4-decade counter with multiplexed outputs 

61 



DYNAMIC SCANNING WITH STATIC LOGIC CIRCUITS 
A major consideration in designing MOST logic circuits is the achieve-
ment of greatest economy; the complete system should be contained on 
as small a number of chips as possible, and the ratio of logic-to-pins 
should be as high as possible. One method of achieving a high ratio is to 
multiplex input or output signals to and from a MOST circuit. 

The multiplexing concept is described by reference to a particular 
counting circuit. Multiple decade counters are frequently necessary for 
use in instruments and in control systems. An example of such a device 
might be the 4-decade counter shown in block diagram form in Fig. 6.20. 
This counter is a 4-decade unit operating in scn code. Each decade is 
followed by a storage or staticisor stage, and the outputs of the 4-decade 
store stages are multiplexed to four scn output lines. 

Conventional circuitry would require the following connections: 
two supply lines carry output 
common rail reset zero 
count input store transfer 

16 output lines (four for each decade), 
making a total of 23 leads. With multiplexing techniques the complete 
function can be accommodated in a 16-lead pack. The operation of the 
system is as follows. The counter stages can be reset to zero, in parallel, 
by means of the reset input. The 4-decade counters operate normally 
from the count input. When the count is complete, or a predetermined 
time has elapsed, the counter contents are transferred to the store section 
by means of a pulse applied to the store transfer line. The count informa-
tion is then held static in the stores, and the counter section may be reset 
to zero and may proceed with another counting sequence. 

The outputs from the stores (16 lines) must then be processed and fed 
out on the four output lines. This is achieved by means of the multiplexing 
gates. These 16 gates have their outputs ox-ed together in four groups of 
four. A second counter, the scan counter, generates sequential pulses on 
each one of four lines. The first pulse enables the multiplexing gates for 
Store-1 to pass the Store-1 contents to the output lines. This pulse then 
disappears, and Store-2 gates are enabled to proceed, and so on. The 
scan generator therefore causes the contents of each decade to be presented 
at the four count output terminals in sequence. The scan signals are also 
fed out from the counter chip and may be used externally for routeing 
the sequential count output information. 

Fig. 6.21 is a block diagram of part of a larger system incorporating 
a counter of the type described above. Here, a common scn to decimal 
decoder supplies four display tubes. The anodes of these tubes are switched 
by the scan signals to ensure that each tube is on only during the period 
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when the decoder output is intended for that particular tube. 
The multiplexing technique can be used in a wide variety of systems. 

For example, read-only memories organised for 8-bit words could provide, 
say, 32-bit words by sequentially `outputing' four words. The full word 
could then be built up in a 32-bit shift-register, the shift pulses being 
synchronised with the word-scanning pulses. 

Input scanning is also used in some cases, not necessarily for pin 
.economy, but for dealing with sequential input signals. In Fig. 6.22, 
a 3-decade display is operated by a sequential counter as described above. 
It is necessary to operate logic in a second MOS chip when a predeter-
mined count has been reached, this number being set on the decade 
switches. Three of the scan signals route the switch outputs through 
gates to sensing bistables in this second chip. When the required count is 
reached, all three of these bistables will be set during a single scan cycle 
and the latch bistable will then be set. At the end of each scan cycle, the 
sensing bistables must be cleared; the fourth scan signal is used for this 
purpose. 

The systems described above introduce the idea of dynamic scanning 
in logic systems, though in these systems the logic itself is static. Later 
chapters extend this idea to systems in which the logic is also operating 
under dynamic conditions. 
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CHAPTER 7 

DYNAMIC LOGIC CIRCUITS 

The elementary logic circuits discussed previously are analogous to 
bipolar logic elements, in that their logical state is defined by d.c. input 
levels, and the outputs are also d.c. levels. These elements absorb supply 
current via the load MOSTs all the time they are in the oN state, thereby 
giving rise to a certain average level of power dissipation for a given logic 
function. The power dissipation in static logic circuits can be reduced by 
increasing load MOST lengths, but the reduction in dissipation is achieved 
only at the cost of lower operating speed and increased device surface 
area. 

Gating circuits of similar configurations to those discussed under 
static logic circuits (Chapter 6) can be designed to operate in the 2-phase 
mode by incorporating transfer and load switching. The d.c. design of the 
gates is similar in that the ratio of W/L of load and drive MOSTs must 
ensure correct d.c. logic levels, but higher currents may be used to gain 
higher speed because the dissipation is reduced in the ratio of clock 
ors to ort time. The transfer MOSTs must be designed so that their orr 
resistance is sufficiently low to charge the storage gate capacitances 
within the minimum clock duration. 

With special two-phase circuit techniques, the surface area can be 
reduced without loss of speed and with reduced dissipation. Four-phase 
logic, which will be described in detail subsequently, provides increased 
speed, reduced dissipation, and reduced area per function. 

TWO-PHASE LOGIC CIRCUITS 
The main feature which distinguishes dynamic from static logic is that 
in static logic, d.c. supply power is consumed continuously, while in 
dynamic logic the load devices are only turned on during the presence 
of a clock pulse. Between clock pulses, information is stored in the form 
of a charge on the device gate capacitances (nodes). 
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Fig. 7.1 shows the basic circuit arrangement of a 2-phase logic element. 
Defining the devices in this circuit as `S' for switching, `T' for transfer 
and `L' for load, transistors So, Sz, etc. are the gating transistors and 
would normally consist of a number of devices connected in say a rrox 
function. Transistors Si, Ss, etc., the transient store devices, use gate 
capacitance to store charge, although with careful design these too could 
be used to provide gating functions. Transistors Ll, Lz, Ls, etc., are load 
devices, and Ti, Tz, etc., are transfer switches, which charge and discharge 
the storage gate capacitances, and make use of the bi-directional current-
carrying capability of MOS devices. 

The operation of the circuit is as follows. An input logic level Vl is 
applied to the gate of So. Since ~i and ~z are initially both at zero, no 
supply current flows at this time. When ~l goes negative (time tl), Ll and 
Ti are turned on and Vi is applied to the gate of Si. At the end of clock 
pulse ~1 (time tz) Vi is stored on the node capacitance Cl, and Ll and Tl
are turned off again. Input information is now locked out until the next 

~i pulse. The supply current through Ll and So, and the charging current 
for Ci, only flows during the presence of ~1. The circuit now remains 
quiescent until the ~z signal is applied (ts). Transistors Lz and Tz are now 
turned on, and the Vi level stored on Cl is applied after inversion to node 
capacitance Cz, being the gate of Sz. Thus, after a complete cycle of ~1 
and ~z (tl to t4), the input logic voltage Vl is stored on Cz. The transfer 
MOSTs Tl, Tz, etc., ensure that the charge stored on the gate capacitances 
remains while both clock signals are absent. 

During the interval between clock pulses there will be some discharge 
from the gate capacitances, and it is this leakage time-constant which 
determines the maximum delay between clock pulses and hence the 
minimum operating frequency of the circuit. The maximum operating 
frequency is determined by the time taken to charge or discharge the gate 
storage capacitances with a given ~i, ~z voltage level, which in turn sets 
a minimum safe clock pulse duration. Increasing the clock pulse levels 
produces an increase in speed, but too great a clock voltage (assuming 
ratings are not exceeded first) will cause the load MOSTs to turn on so 
hard that the logical `0' level may become too high and therefore give 
incorrect operation. 

Input information is only entered during the ~i pulse and need only 
be correct during this time. Output information is true after the ~z pulse, 
and changes (if necessary) at the leading edge of the ~z pulse. Information 
is therefore delayed by one clock cycle time in a gating circuit. The circuit 
shown in Fig. 7.1a has no logic gating devices, and simply transfers input 
information from stage to stage at each clock cycle. It therefore provides 
a shift-register function. 
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The information in a 2-phase circuit may be fed to a static inverting 
output stage such as that shown in Fig. 7.2, or may be fed out as a dynamic 
signal from a normal clocked sage. Static bistables may be included in 
2-phase circuits as staticisors at the end of a logic chain, ensuring that 
information is not lost even if the clock signals are removed. 
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Operating frequencies with 2-phase circuits range from about lOkHz 
to 3MHz at present. The minimum operating frequency increases at 
high temperatures because of increased leakage in the circuit. Power 
consumption varies with operating frequency and clock pulse duration. 
Typically, shift-register stages operate at about 1 to 2mW per bit at 1MHz. 

TWO-PHASE LOGIC VARIANT 
Two-phase circuits can be designed so that their operation depends on 
their ratio of sizes of one device to another as in d.c. logic circuits. It is also 
possible to design `ratio-less' circuits where all devices are substantially 
the same size. One of the major advantages of dynamic logic comes 
from this approach in that no load MOSTs are required. Thus it is possible 
to achieve higher operating speed and, at the same time, a reduction in 
area. 

Fig. 7.3 shows a variant of the 2-phase logic theme. Here, each half 
stage consists of an inverter and a transfer MOST. Devices TR4, TRs, 
TR12, etc., are the gating MOSTs and TR3, TR7, TRli, etc., are transfer 
devices. An additional device, TRl, is added to the system described 
previously. The system functions as follows. Data is entered at the input 
terminal. When ~i is applied (negative), TRl turns on and Cl is charged 
to a negative voltage. Pulse ~l is now removed and after a short interval, 

Fig. 7.3—Two-phase dynamic shift-register 
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~2 is applied; this turns on TR2 and TRa. If the input to TR4 is a `0', 
TR4 remains off and charge is transferred from Cl through TR2 and TRs 
to Ca. The gate of TRs is now negative. While ~2 is present, C3 is alsu 
charged. Pulse ~2 is now removed, and ~1 reapplied. Transistors TRs 
and TR7 are turned on (at the same time, Cl is recharged). Because of 
the charge stored on C2, TRs is orr, and Cs is discharged during this ~~ 
pulse via TR6 and TRB. There is therefore a `0' level at the output of TRs, 
and the original input information has been shifted one place to the right. 
During this ~1 period C4 is discharged if TRs is on, in preparation for a 
further transfer of information during the next clock cycle. 

In circuits such as this, Ci, Cs, etc. consist of diffusion capacitance 
and aluminium-to-substrate capacitance, and the layout must be designed 
to make Cl greater than C2 because the charge on Cl is shared between C~ 
and C2 in the ~2 period. Similarly, C3 and C4 share their charge during 
~i (assuming the gating MOSTs are off). It is possible with this type of 
circuit to remove the VDD rail altogether and replace it by phase signals 
as shown in Fig. 7.4. Here, the operation of the circuit is as previously 
described, except that the charge for Ci, C3, etc. is taken from the clock 
lines rather than from a d.c. rail. In designing 2-phase circuits, great 
care must be taken in layout to ensure an optimum balance between the 
various circuit capacitances. 

Fig. 7.4—Dynamic shift-register without d.c. power rails 

71 



As with most dynamic systems, the clock rate must not be reduced 
below a certain minimum value. At 25°C this value may be as low as 
1kHz but at high temperatures, say 75°C, the leakage of the reverse-
biased p-n junctions (source and drain diffusions to substrate) limits the 
time for which a charge can be held on gate capacitances, and the minimum 
speed may have to be raised to say lOkHz. 

Clock waveform generation for two-phase circuits 

The required clock waveforms for two-phase logic are as shown in Fig. 
7.5. The main requirement is that the two phases do not overlap. In 
the simplest case, a waveform such as Fig. 7.6 could be used, derived 
directly from a bistable element as in Fig. 7.7, but in circuits where 
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d.c. flows during the phase pulses, no reduction in power dissipation would 
be obtained. By modifying the circuit to Fig. 7.8, any possibility of 
overlap is eliminated, and the spacing between ~1 and ~z can be con-
trolled by varying the input clock pulse duration. Gates 1 and 2 may be 
integrated circuit gates or may be incorporated. as part of the interface 
circuits. The technique described above is used in Fig. 8.15 (page 92) to 
generate the clock waveforms for afour-phase circuit. 

An alternative method of generating clock waveforms for dynamic 
logic uses delays or monostables. A circuit using elementary delays is 
shown in Fig. 7.9. The circuit of Fig. 7.10 uses the FJK101 monostable 
to provide the necessary waveforms. This monostable may be made to 
trigger from either a positive or a negative-going input transition. This 
feature is used here to separate the two monostable active periods. Pulses 
OZ and 0 4 are the inverse of Ol and Oa respectively and either pair 
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Fig. 7.9—Simple 2-phase clock waveform generator using delay elementr 

(Oi with Os or 0 2 with 0 4) may be used to drive the interface level chang-
ing circuits, depending on whether these interface circuits provide a 
logical inversion or not. The timing capacitor shown gives a pulse duration 
of approximately l~,s. 
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CHAPTER 8 

FOUR-PHASE DYNAMlIC f~OGIC 
CIRCUITS 

Four-phase dynamic MOS logic offers high-speed operation, extending 
to at least SMHz, with very low dissipation (typically 100µW per shift-
register bit at 1MHz), at the same time allowing devices of minimum 
size to be used. In many circuits all individual MOSTs can be of the 
same size. 

The principle of operation is an extension of the 2-phase operation, 
but the circuit is designed so that the only input current required is that 
necessary to charge or discharge node capacitances; this current is supplied 
from the `phase' signals, and unless some static or quasi-static circuitry 
is included in the chip no d.c. supply is required. 

The most commonly-available type of 4-phase logic circuit is the shift-
register, and the operating principles of 4-phase circuits will be described 
in the first instance by reference to shift-register elements. The basic 
shift-register circuit is shown in Fig. 8.1a, and the waveforms are shown 
in Fig. 8.1b. The operation of the shift-register is as follows. 

During the ~1, ~2 period TRll and TR12 are on; TR13 may or may not 
be on depending on the input voltage level. In any case, as a result of 
TRu being in conduction, C12 is charged to a negative level (as are Czz, 
C32, etc.). At the end of the ~1 pulse TR12 is held on by ~2, and if TR13 
is on it discharges Clz to zero through the lower ~1 line. If the input 
voltage is zero, TR13 is off and C12 retains its negative charge. Pulse 
~z then disappears and after a short delay ~s and ~4 pulses are applied 
producing a negative charge on C21 (and also on Csi, C4i, etc.). When 
~3 is removed, ~4 remains and if C12 holds `zero' then Czl remains charged. 
If C12 holds a negative charge, Czi is discharged. 
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Thus, after a complete cycle of clock pulses, the logic level originally 
applied to the input is transferred through a complete stage and is then 
held on C2i. After a further clock cycle the same logic level appears 
on Csi. Information is thus sequentially shifted at each clock cycle through 

~~ 

1 

~g 

rig

.

 

8
.2

—
In

p
u

t 
an

d 
o
u
tp

u
t 

w
a

ve
fo

rm
s 

o
f 4

-b
it 

sh
ift

-r
e

g
is

te
r 



one stage of the shift-register, and input information appears at the 
output after a delay of N clock periods where N is the number of stages. 
Note that if the input level is a `1' (negative) for a number of clock cycles 
then this level remains constant, apart from leakage, on Czl. If the input 
level is a constant `0' (zero) however, the level on Czl pulses to a negative 
level during the ~3 period. The output of a 4-phase circuit is also of this 
form and must not be read during the ~8, ~4 period. Information is true 
at the output from the end of the ~a pulse to the beginning of the next 
~3 pulse. Input information is read in during the ~2 period. Input and 
output waveforms of a 4-bit shift-register are shown in Fig. 8.2. 

FOUR-PHASE LOGIC SWITCHING TIMES 
The switching times of 4-phase circuits determine the minimum clock 

pulse duration and hence the maximum operating frequency. Two switch-
ing times are important: 

1) Charge time of node capacitors to a sufficiently high negative 
voltage during the pre-charge periods ~i, ~a• 

2) Discharge time of node capacitors during the periods when only 
the ~2 or ~4 pulses are present. 

Pre-charge time 
During the pre-charge time the input to TRi3 (Fig. 8.1a) may or may 
not be negative. If it is negative then when ~i and ~z are simultaneously 
present, TRi2 and TRi3 provide a parallel path with TRil to charge Ciz• 
In this condition the charge time will obviously be a minimum. 

The worst case, which must be considered when designing a circuit, 
is when the input is at zero and the node capacitances are charged through 
TRlI, TR14, TR21, etc. These devices operate in the saturated mode, and 
the node capacitor voltage as a function of time is given by replacing 
Vs by V~ (phase voltage) in Eq. 5.8. 

lV~ 
—`/T)2 

v° - (2Clpt)-(V¢ -VT) 
The maximum final output voltage Vr,n. would be V~ —VT, and the rise-
time to a fraction « of this final value is 

2«C 
to — 

pVfin.(1 a) 

where R is the effective R value of TRll, TR14, etc., and is a function of 
the effective gate voltage, and C is the total load capacitance including 
the aluminium over thick oxide (interconnect) as well as the gate capacit-
ance of the driven device. Examples of the calculation of the effective 
capacitance are given in the discussion on layouts (page 84). 
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FOUR-PHASE GATING CIRCUITS 
As with static and 2-phase systems, normal gating functions can be 
built using 4-phase techniques. Fig. 8.3 shows a number of possible 
circuit configurations for logic gates. Fig. 8.3a shows a gate in which 
the first half provides a xaxn function, the output of which appears after 
a half-bit delay. The half-bit delay is indicated by the subscript (~2), 
indicating that the output signal appears at the end of ~2. After a further 
half-bit delay the inverted output (now true nxv) appears at the output 
of the second half of the gate, at the end of ~4. 

In normal 4-phase shift-register stages all devices are the same size, 
but in gating circuits device sizes must be modified to ensure a uniform 
working speed and uniform logic levels. In Fig. 8.3a, TR3 and TR4 are 
twice as wide as the other devices in the circuit. Fig. 8.3b introduces the 
xoR function, and here all the devices can be of the same size. Fig. 8.3c 
shows a more complex combinational logic system using half-bit logic 
timing; that is, it perform"s separate logic functions during the two half-
bit shift periods. Fig. 8.4 shows anon-delaying inverter and a normal 
~3, ~4 stage for driving other sections of the array. The two output sections 
are separately driven by TR2, TR3, and TR4 and TRS. If this arrangement 
is not adopted the correct charge levels cannot be maintained at the 
various node points within the circuit. 

Sneak paths 
Fig. 8.Sa shows a simple logic circuit. As the gates of TR4 and TRs are 
supplied from a common input A and must conduct together it would 
seem reasonable to use one transistor in place of TR4 and TRs as shown 
in Fig. 8.Sb. However, a sneak path can occur in this simplified circuit 
as follows. If B, C and D are at `1' and A is at `0', TRg can conduct via 
TR3 and TR5 and node 9 is discharged. This should not happen and 
cannot occur in the circuit of Fig. 8.Sa. Hence, if the circuit is simplified 
it should be carefully examined for sneak paths. 

FOUR-PHASE BISTABLE CIRCUITS 
Bistables in 4-phase logic consist, as in other logic forms, of intercon-
nected gates. In the case of 4-phase circuits the logic information is only 
stored in the form of gate charge and must be `refreshed' regularly. This 
`refreshing' process is provided by the clock signals. Fig. 8.6 shows a 
4-phase bistable circuit such as might form part of a 4-phase memory 
circuit. 
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CIRCUIT LAYOUTS AND CAPACITANCE CALCULATIONS 
There are many different layouts which can be used fora given circuit. 
In general, the optimum layout is that which uses the minimum area of 
silicon since this results in the highest production yield. However, it may 
be necessary to consider other factors, for example the number of cross-
overs which occur at a particular point in the circuit. As a guide to layout 
design a number of examples are given in this section. A shift-register 
layout is used as an example to illustrate the calculation of the circuit 
capacitances. 

Layout examples 
Figs. 8.7, 8.8 and 8.9 show three alternative layouts fora shift-register 
stage driving a negator which is followed by a logic stage. The circuit 
diagram is shown in Fig. 8.10. The optimum layout depends on the type 
of circuit considered. 
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Fig. 8.6 Four -phase bistable 

Calculation of capacitances 
The capacitance of a node to the substrate can be estimated by considering 
its components separately. These calculations are only approximate, but 
they do give a useful guide to the composition of the node capacitance. 
For a more detailed calculation it is necessary to consider the variation 
of thin oxide capacitance with voltage. The simplified equations used for 
estimating the node capacitance are as follows 

Capacitance of p-diffused — area in µm2 fF* 
regions to the substrate 10(V~-O.7)t ' 

where V = p-diffusion-to-substrate bias voltage. 

Capacitance of aluminium 
over thick oxide to the 
substrate = 3.4 x 10-2(area in µm2) fF. 

Capacitance of thin oxide 
to the substrate = 3.4 X 10-1(area in µm2) fF. 

*1 femtofarad = 1mpF = 10-15F 
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Fig. 8.7—Layout for 4-phase circuits (example 1) 

As an example, the capacitance to the substrate for node 6 (Figs. 8.8 
and 8.10) is estimated below. The diffusion bias voltage is taken as —lOV. 
The source and drain of TR6. are assumed to be connected to the substrate. 
Area of diffusion as drawn = (20 x 20)+(20 x 20)-{-10(34+26) = 1400~m2. 
Additional area due to sideways diffusion = 649µm2. 
Total capacitance of 
diffusion to substrate 1400-{-649
at —lOV bias =  

10(10.7) 
~ 63fF. 

Capacitance of aluminium over thick oxide 
to substrate = 3.4 x 10-2 x 140 ^~ 4.8fF. 
Capacitance of gate of 
TR6 to substrate (aluminium over thin 
oxide) = 3.4 x 10-1 x 12 x 16 ^~ 65fF. 
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Total capacitance of 
node 6 to substrate (Cs, o) = 63~-4.8~-65 ^~ 133fF. 

Although this calculation is approximate it has been found that elemen-
tary calculations based on this value do give a useful guide to the circuit 
performance. 

The equations can be used to estimate crossover capacitances. In the 
layout of Fig. 8.8 the capacitance CX between ~4 and node 12 is given by: 
CX = 3.4 x 10_2 (p-region under the ~a line in ~m2) 

= 3.4 x 10-2 x 10 x 13 ^~ 4.4fF. 
Transistor feedback capacitances can also be estimated. For example, 

the gate-to-drain capacitance Cga of TRs in Fig. 8.8, when TRs is off, 
is given by: 
Cga = 3.4 X 10-1(area gate overlaps drain in ~,mz) 

= 3.4x10-1x12 x4.5 = 18fF. 

Parasitic channels 
Parasitic channels can occur between two adjacent p-diffused regions 
if they are crossed by an aluminium interconnection. For example, a 
parasitic transistor can occur at Y in Fig. 8.8 with ~4 serving as the gate. 
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Normally, the MOST formed in this way has a thick gate oxide and 
consequently a high threshold voltage, which is normally greater than 
the maximum voltage rating of the circuit. However, parasitic channels 
may be formed which will destroy the circuit operation if this voltage 
rating is exceeded. 

STATICISOR FOR FOUR-PHASE CIRCUITS 
As stated earlier, in 4-phase circuits, while a `1' output level is constant 
(negative) a `0' output pulses to the `1' level during the ~3, ~4 coincidence 
time. When signals are to be used outside the 4-phase MOS logic system, 
such as into static MOS logic or bipolar circuits, it is necessary to eliminate 
the `1' level pulse during the `0' output state so that both logic states are 
d.c. levels. Fig. 8.11 shows a staticisor circuit which could be included 
in a 4-phase chip. 

The device sizes are different from the normal 4-phase logic transistors 
and the figures indicate the relative R of the devices used, taking a normal 
logic transistor as 1~. When the input level is a `1', TRl remains on 
during the complete clock cycle and TR4 remains off, thereby providing 
a `1' output. 

When a `0' input is fed to the circuit, TRz and TR3 provide a charge 
to C during the ~i period, but during the ~s period when the input goes 
to a `I' state, TRa and TRi are off, and C remains charged, holding TR4 
in the olv state. Transistor TR4 is larger than the normal logic transistors 
to provide an output current level suitable for use in interface circuits. 

Fig. 8.11—MOS staticisor for 
4-phase logic circuit 

0 
Input 
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Low power staticisor for four-phase circuits 
Fig. 8.12 shows glow-power 4-phase staticisor circuit for use in lower 
speed applications. The output information for the 4-phase system is 
fed in at the input terminal and charges C,. during ~2. During ~3 this 
charge is transferred to Cz> thus operating TR4. The correct levels may 
require three clock pulses before they are achieved, but this staticisor 
does not pass current through the series devices to ~t as is the case for 
Fig. 8.11. 

Fig. 8.12—L~w-power 4-phase staticisor 

Output 

m3 

CLOCK PULSE GENERATORS FOR FOUR-PHASE LOGIC 
CIRCUITS 
The 4-phase clock waveforms necessary for this form of dynamic logic 
require that there is no overlap between ~2 and ~s or between ~4 and ~1. 
A suitable logic circuit to provide these waveforms is shown in Fig. 8.13. 
The circuit consists of a 2-stage binary counter, and gates Gz to G5
decode the four possible logic states. To prevent pulse overlap, the width 
of the clock pulse (CP) is subtracted from the A waveform before the 
decoding gates, thereby giving positive prevention of overlap, as shown 
in Fig. 8.14. 

Fig. 8.15 shows a complete 4-phase clock generator using a TTL 
counter with a discrete component circuit to provide the gating and the 
necessary voltage level change for interfacing to the MOST circuits. 
This circuit operates at input frequencies up to 4MHz, giving a 4-phase 
clock rate of 1MHz. More sophisticated interface circuits could be used 
to provide a higher operating speed. 
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Fig. 8.13 Four-phase clock generator schematic 
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Fig. 8.15—Complete 4-phase clock generator 
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CI~IAf'TER 9 

INTERFACE CIRCUITS 

Frequently, systems will be built which are partly MOS logic and partly 
bipolar circuitry. In this case it is necessary to have circuits designed to 
translate voltage levels from the SV or 6V bipolar logic levels to the 
lOV to 25V levels associated with MOST circuits. Circuits for this purpose 
are called interface circuits. 

The type of circuit used depends on the particular application, the 
factors to be considered being the required speed, capacitive loading, 
and which supply line is regarded as the system common line. Several 
methods of connection of supply and common rails at the input and output 
of MOS circuits are possible, as shown in Fig. 9.1. 

Operating speed of interface circuits 
The operating speed of bipolar interface circuits depends on a number 
of factors including the available drive signal level, capacitive load, 
desaturation times and voltage swings. The definitions of the switching 
times referred to in this chapter are as shown in Fig. 9.2. The propagation 
delay tpdi is defined, for an input interface circuit, as the time taken from 
the instant the TTL or DTL gate input level is changed to the instant 
when the output level of the interface circuit reaches the threshold level 
from the `0' state. Similarly, tpao is the time taken for the interface circuit 
to reach the threshold level from the `1' state after the driving gate input 
level is changed. 

INPUT INTERFACE CIRCUITS 
Input interface circuits, positive rail common 
Fig. 9.3 shows a simple p-n-p arrangement for interfacing from TTL or 
DTL to an MOS input. The DTL or TTL gate must be of the type with a 
passive (resistive) pull-up output circuit, or of the type where no load 
resistor is included in the gate. `Totem pole' output gates must not be 
used. This circuit is suitable for low speed operation only, the operating 
speeds being as given below. 
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Performance of Fig. 9.3 circuit 

tao 35ns 
tf 30ns 
ta>, 1000ns 
tr 600ns 
tpao ^~ 60ns ~ to VT level 
ipol ^—' 1'l~S f 

These figures were achieved when driving normal MOS logic inputs 
representing only a few picofarads. 

DTL or TTL 
gate input 

Gate output 

Int¢rface 
circuit 
output 

MOS array 
output 

TTL output 

o~ 
~~-

~ I\ 
I~~ --

I -+~ E° -ir 

— 10°/° (approx VT 1 

— — 90°/° 

[ef9i; 

-- — ~ 
—~ ~ ~~-- — 90'/. 

10'/. 

_"' ~tr ~ "'1 I~tf 

Fig. 9.2—Interface waveforms 
a) input 
b) output 

The simple circuit discussed above benefits considerably in operating 
speed if the transistor is held out of saturation by means of a diode 
clamp (Dl and Dz) as shown in Fig. 9.4. The inclusion of the diode clamp 
gives considerable improvement in teal as shown below. See note on 
page 98. 
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R1 
tkfl 

R3 
1kA 

~ R2 
Bipolar 1kR 
gate 

—VDD 

TR1 
BCY70 

T
R4 
22kR 

Fig. 9.3—Simple p-n-p input interface circuit 

MOS 
array 

Performance of Fig. 9.4 circuit 
tao 35ns 
tt SOns 
tai 80ns 
tr 600ns 
tpao 75ns 

fto VT level 
teal 180ns 

Where high capacitive loads are to be driven, such as are associated 
with the clock lines of long shift-registers or the control lines of MOS 
stores, a more complex circuit is required if high speed operation is to 
be achieved. Fig. 9.5 shows a circuit using an active pull-up stage and 
incorporating antisaturation diodes. This circuit is considerably faster 
than the two simple circuits described above even when driving capacitive 
loads. 

tao 
tt
tdl 
tr 

tpd0 

tpol 

Performance of Fig. 9.5 circuit 

MOS logic 200pF 
load Capacitive load 
Ins lOns 

18ns 35ns 
25ns 30ns 
100ns 100ns 
25ns SOnsl 

to VT level 30ns 45nsf 
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Fig. 9.4—Improved input interface 

Input interface circuits, negative rail common 
It may be necessary in some cases to use the VDD rail as the line which 
is common to the MOS circuits and the low level logic. This situation 
normally arises only as a result of particular requirements at the output 
of the system. The use of the Vnn rail as the common line requires 
careful consideration since it can lead to a reduced system noise immunity. 
A simple interface circuit of this type is given in Fig. 9.6. The speed of the 
circuit is very dependent on the choice of the value of RL and the 
transistor type. 

td0 

tg 

tdl 

tr 

tpd0 

tpol 

Performance of 

TRl = BC108 
RL = 22kS2, 

2µs 
SOns 

20ns 
0.5µs 
2.5µs 

^~ 30ns 

Fig. 9.6 circuit (load = 15pF) 

TRl = BSX20 
RL = 2.2kS2 

40ns 
40ns 
20ns 
100ns 
140ns ~ to VT level 25nsf 

Note that the BSX20 circuits are restricted to a 20V supply rail. Fig. 9.7 
shows an n-p-n version of the p-n-p circuit given in Fig. 9.5 The input 

TRl = BC108 
RL = 2.2kS2 

0.7µs 
SOns 
20ns 
150ns 
850ns 
25ns 
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circuit in this case consists of a diode shifting circuit rather than a resistive 
coupling circuit as in Fig. 9.5. 

~—
ov~

—SVo 

R1 
1 kn 

M.O.S. 
array 

L_ 
~aezos

Fig. 9.5—Totem pole input interface with positive rail common 
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Fig. 9.6—Simple n-p-n input interface 
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Performance of Fig. 9.7 circuit 

15pF load 
tda Ins 
tf 80ns 
tat Sns 
tr SOns 
tpdp Ens 
tpol lOns 

using BSX21 transistors 
200pF load 

20ns 
120ns 
15ns 
60ns 
80ns 
20ns 

Note that in interface circuits using antisaturation clamps (Figs. 9.4, 9.5, 
and 9.7) diode Dl may be omitted if D2 is a fast germanium type operating 
within its temperature range. 

Direct input interface circuits 
It is possible to interface directly from certain DTL and TTL gates such 
as the FJH311 and FJH321 into an MOS array. With open collector gates 
which are rated for operation up to 12V on the output stage the circuit 
arrangement shown in Fig. 9.8 may be used. This arrangement, while 
providing a simple interface, is complicated by the need for an additional 
supply rail. 

+SV O 

DTL 
or 
TTL 

OV O 

+ V MOST 

D3 

BAX13 

T
R2 
2.7kIl 

D2 

BAX13 

I

R1 
4.7kII 

~TRI 

R3 
680Il 

TR2 

~— 
  Substrate l ine 

M.O.S. 
array 

~VDD line 
-- ~ 

Fig. 9.7 Totem pole input interface, n-p-n version 
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Fig. 9.8—Direct input interface 

OV 

—SV 

-tOV 

-VppO 

Substrate line 

Open collector 
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array 

I 
L_ 

laezizl

Input interface from indicator tubes 
When information is displayed on gas discharge numerical indicator 
tubes it is possible to interface with a resistive circuit from the display 
cathodes to an MOS circuit. Fig. 9.9 shows this arrangement. Resistor 
Ri ensures that non-conducting cathodes are held high, and Rl and Dl
prevent the input of the MOS array from being damaged by positive 
inputs. 

S6kn 680kn 

0 0 0 0 0 0 0 0 0 0 

BSW 70 
or BSX21 0 

z6okn 

+VMOST 
(Substrate) 

D1 
OA91 

R1 

0 0 
 0 0 
0 0 
o O o 

 1 
3aokn 

M.O.S. 
array 

OV 

Fig. 9.9—Input interface from indicator tube 
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OUTPUT INTERFACE CIRCUITS 
The output stage of an MOS array usually consists either of an open drain 
device with source connected to substrate, or an inverter stage including 
a load MOST (Fig. 9.10). The characteristics of these output stages depend 
on the physical size of the device used, but in broad terms they may be 
regarded as a current source which is either on or off. The available 
current is subject to variation due to normal production spreads, and when 
considering the requirements for output current from MOS devices this 
must be taken into account. 

In Fig. 9.10a, the effective gate voltage applied to TR3 when TR2 is 
off is given by 

VG(eff) =VDD -2 VT• 

Thus, if we consider a circuit operating with a nominal 22V supply with 
a ~ 10 %tolerance, and a spread in VT of 2V to SV, we have: 

VG(eff>min = 20—(2 XSV) = lOV 
VG(eff)max = 24'2 (2X2V) = 20.2V. 

If we now add to this the effect of a 2:1 spread in po, (that is, 5 to 10~.A/V2), 
the total spread in available current from TR3 could be as much as 8:1. 
In practice the spread is less than this because of the series resistance of 
the p-diffusion in the source circuit which provides negative feedback, and 
in designing the output stages of MOS arrays this effect may be deliberately 
increased (Fig. 9.11) to reduce the current spread and thereby limit the 
power dissipation of the output stage to a satisfactory level. 

TR1 

TR2 TR3 

VDD 

Out put 

OV 
 J substrate 

(a) 

L 

----~ 
Ibl 

Fig. 9.10—Basic MOST output circuits 
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VDD 

_~ I p 

VGleffl =VDD-2VT -IpR 

J p -diffusion t R resistant¢ 

OV 
Substrate 

laezic~

Fig. 9.11—Source resistance to limit output dissipation 

Simple output interface, positive rail common 
A simple output interface circuit using the substrate line as a common 
rail for the MOS and the bipolar logic is shown in Fig. 9.12. The operating 
speed depends on the size of the output MOS device and its effective gate 
drive voltage, as well as the transistor type and circuit values. 

Typically, with an output MOST having an aspect ratio W/L of 4 and 
Rb = 100kS2, propagation delays of 70ns are achieved with the BSX20. 
If a BC108 is used, tpao is 100ns, and tpdi is approximately 1.2µs. 

Fig. 9.72—Simple output 
interface circuit 

M.o.S. 
array 
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Fig. 9.13—Output interface circuits with negative comrtron rail 
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ov 

Fig. 9.14—Direct output interface 

Simple output interface, negative rail common 
A possible output interface circuit could be as shown in Fig. 9.13a. In 
this case the MOS device turns current on and off to the base of TRz. 
In this circuit the MOST TRl supplies base current to the bipolar device 
TRz. In the orr state, however, almost the full supply voltage is supported 
by the MOS transistor, leading to high dissipation. In Figs. 9.13b and 
9.13c, some of this voltage is taken up by an external resistor or voltage 
regulator diode. Figs. 9.13b and 9.13c have typical average propagation 
delays of 150ns with BSX20 transistors. 

DIRECT OUTPUT INTERFACE CIRCUITS 
MOS arrays can be designed to be directly compatible with DTL or 
TTL. In this case the MOS output must be capable of sinking a current 
of 1.6mA with an output voltage of 0.4V for TTL compatibility. To feed 
DTL, a current of 2mA at 0.6V is satisfactory. The output circuit arrange-
ment is as shown in Fig. 9.14. 

When the MOS logic `signal' is high (that is, negative) TR3 and TRl
are turned on, and TRz is held off. The input to the logic circuit is therefore 
high. When the MOS `signal' is low, TRl and TR3 are off, and TRz
is turned on via the load MOST, TR4. Transistor TRz is a very large device 
and must have an oN resistance of less than 25052,, including the diffusion 
resistance.This type of device would normally have an interdigitated or 
comb geometry to provide the necessary W/L ratio. Because of the large 
size of the device, the output speed is low, since the gate capacitance 
of such a structure could be some SpF, and this has to be charged via TR4. 
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For this type of device the crystal area necessary could be as much as 
250µmx300µm, and this therefore represents a costly solution. The size 
also limits the number of such outputs which can be accommodated on a 
chip, and circuits with more than say five such output circuits would 
probably be uneconomical, when the additional cost of the MOS array is 
compared with the cost of adding external interface circuits. 

Direct output stages for feeding low power TTL where the input current 
requirement is only some 200µA are a feasible proposition, and can be 
achieved with much smaller devices and therefore without a severe 
economic penalty. 
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CHAPTER 10 

INPUT PROTECTION 

MOSTs at the input of an array require special precautions to prevent 
damage (thin oxide breakdown) to the gate by high voltages which may be 
applied during handling. These voltages may arise as electrostatic charge 
on tools, such as soldering irons, or may be due to the person handling 
the devices having become charged to a high voltage by friction between 
clothing and insulated chairs. The charge on a person may reach several 
kilovolts, and may be retained for some time if shoes with synthetic 
soles are worn. 

To protect the MOS arrays against electrostatic voltages at the inputs, 
a special input protection device is associated with each input bonding 
pad. This device is an avalanche breakdown device, which is designed to 
protect against overvoltage and the short duration high current surges 
which may be associated with excessive voltage inputs. The device is 
designed so that it can be incorporated in the normal manufacturing 
process without the need for additional processing steps. Several forms of 
breakdown protection device may be incorporated, including: 

1) Avalanche bulk breakdown 
2) Gated diode 
3) Thick oxide MOST. 

Avalanche bulk breakdown device 
This form of breakdown is the avalanche breakdown of a reverse biases' 
p-diffusion to the substrate in which it is contained. It occurs at some 
60 to 70V. In a simple structure, such as Fig. l0.la, there is a relatively 
high series resistance between the point of breakdown and the substrate 
contact. This produces a voltage drop when avalanche current flows and 
gives a soft breakdown characteristic. 

If a second p-diffusion area is inserted near the first, as shown in Fig. 
l0.lb, and this diffusion (B) is earthed, the current path after breakdown 
has occurred between region A and the substrate is the short path between 
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A and B to earth, rather than the long path through the substrate to the 
substrate back contact. This form of device provides a sharp breakdown 
characteristic. 

Aluminium contact 

Fig. 10.1—Bulk breakdown 
a) simple structure 
b) low-resistance device 

Input 
voltage — 

Thick 
oxide 

Input 
terminal --

p —diffusion 

Substrate ~ ~ Breakdown region 

R s <~ 200-250,um 

Substrate contact 

(al 

Aluminium contact 

A 7 — t0,um 
Thick oxide 

p — diftusions 

Substrate contact 

(bl 
ia8~191 

Gated diode protection device 
If a p-diffusion is covered by thin oxide over which is an earthed alumin-
ium layer such as in Fig. 10.2, the presence of the earthed aluminium 

Earthed 
aluminium 

b 81 3 

p—diffusion 
~~ space charge ~j 

Substrate 

\ Thin oxide ~/; 

Breakdown regidn 
at surface 

 2\ 

Substrate 
connection 

Fig. 10.2—Gated diode 
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modifies the breakdown characteristic of the p-n junction near the surface 
of the structure. The effect is to reduce the breakdown voltage at that 
point to about 40 to SOV. 

Complete input protection device 
A practical input protection circuit contains both the above forms of 
device, separated by a resistor. The circuit is arranged to provide a 
progressive breakdown as the input voltage is increased. The output of 
the protection device is connected to the gate circuits of normal logic 
MOSTs, and when the protection devices are in operation the voltage 
applied to these gates is held within safe limits. 

The equivalent circuit of a complete input protection device is shown 
in Fig. 10.3. The voltage regulator diodes represent the avalanche break-
down of the device and the various resistors r are the distributed circuit 
resistances. 

The resistor R (normally 1kS2 to 2kS2) is deliberately inserted as a 
p-diffused region. This resistance ensures that as the current through the 
gated diode increases, the voltage drop across R also increases and the 
bulk breakdown diodes are brought into effect. A practical layout for an 
input protection device might be as shown in Fig. 10.4. 

Bulk br¢nkdown area 

r r 
Input •—~^ ~•Zr• 

r 
~—~~• 

substrate 

R 

r 

Gated 
diode 

T J 

Fig. 10.3—Equivalent circuit of complete input protection device 
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Fig. 10.4—Input protection device 

Thick oxide MOST 
Additional input protection can be obtained by connecting a MOST as 

shown in Fig. 10.5. This device is made with thick oxide gate insulation 
and has a high threshold voltage, say SOV. When this voltage is exceeded 
on the input the MOST turns on and input current flows through the 
channel to substrate, thereby limiting the input voltage to a safe level. 

Input 

Thick oxide 
gate device 

y 

To normal input 
protection with 
gated diode 

X3_26 

Fig 10.5—Additional input protection 
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CHAPTER 11 

MOS LOGIC APPLICATIONS 

This chapter outlines a number of typical applications which are admirably 
served by MOS integrated circuits. In general, MOS arrays contain a 
large amount of logic and are most suited to fairly complex systems. 
Simpler systems are frequently best built with bipolar logic circuits. For 
equipments which are to be produced in small quantities, or where it is 
desirable to have the ability to modify the logic for particular require-
ments, the bipolar approach often will provide the most economic 
solution. 

SHIFT-REGISTER APPLICATIONS 
The shift-register is probably the most widely used MSI (medium-scale 
integration) logic array device. The main uses of shift-registers are for 

1) Delay elements 
2) Counting circuits and timing dividers 
3) Temporary data storage. 

Other applications are in 

4) Arithmetic units 
5) Conversion from parallel to serial modes or serial to parallel modes. 

Of these, all but conversion between parallel and serial modes may be 
accomplished by the use of MOS shift-registers. In parallel/serial con-
version it is necessary to have access to the input of individual stages, 
and for conversion from serial to parallel each output is required. These 
requirements place severe limitations on the package requirements and 
also, because of the need for extra bonding pads and output buffers, the 
chip size of such a device would be much larger than that of a normal 
serial - shift-register with only the final and maybe a few interstage con-
nections brought out. Serial/parallel or parallel/serial conversion is 
feasible up to about 10 bits with present-day packages. 
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Shift-registers as delay elements 
Data entered into ashift-register is passed from stage to stage at each 
clock pulse. Thus, data entered into a 256-bit shift-register appears at 
the output 256 clock pulses later. The `FD' dynamic MOS shift-registers 
provide a versatile range of elements for use in delay applications. 

The FDN126 and FDN136 may be arranged to provide an effective 
shift-register length of any number of bits between one and 64. Fig. 11.1 
shows a block diagram of the FDN136 single-phase dynamic shift-register 
which operates up to 1MHz. (The FDN126 is similar but operates with 
a 2-phase clocking system, and has a maximum shift rate of 3MHz). 

The control lines Ai to Ae determine the active length of the shift-
register. Alogical `1' (negative) applied to a control input `enables' the 
previous delay stage. A logical `0' (zero volts) causes the previous section 
to be bypa:~sed. As an example, Fig. 11.2 shows the connections necessary 
to make a 26-bit delay. 

In many applications it is necessary to recirculate the information held 
in a shift register (Fig. 11.3a). Fig. 11.3b shows two methods of connecting 
recirculating gates. 

Shift-registers as counters and dividers 
The simplest form of counter or timing divider is the ring counter, such 
as is shown in Fig. 11.4. Control circuits are necessary to enter a single 
`1' into the register. This `1' is then recirculated through the register and 
appears at the output at intervals of `n' clock pulses, where `n' is the 
number of stages in the shift-register. 

Fig. 11.5 shows a possible arrangement of ashift-register with gating 
to provide for reset and to allow a single pulse to be entered. Gates Gi 
and GZ form a bistable circuit which may be set or reset by switch Sn. 
When Sn is in the `clear' position the input to the shift-register is held 
at a logical zero, and the register can be filled with zeros. When Sn is 
set to `run', gate G3 is enabled, and at the same time the monostable is 
triggered to provide a narrow single pulse to enter the shift-register. This 
single pulse is then recirculated under the control of the clock pulses. 

Fig. 11.6 shows a ring counter with direct TTL interfacing. By modifying 
the- circuit arrangement the shift-register can be converted to a Johnson 
or twisted ring divider as in Fig. 11.7, giving a cycle length of 2n clock 
pulses where `n' is the number of stages in the shift-register. The interface 
circuit design will depend on the gate types used. 

For division by large numbers, shift-registers may be cascaded or 
connected as synchronous dividers. The cascading of shift-registers is 
only really feasible with static types. Two static shift-registers connected 
in cascade, with the output of one providing the clock for the second, 
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Fig. 11.3 
(a) Recirculation in shift register 

(b) Methods of connecting recirculating gates 
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Fig. 11.6—Ring counter 
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will provide a division of the original clock pulse rate by 4N1N2. Fig. 11.8 
shows an example of such a system. 

With dynamic shift-registers, a different system is required. One method 
is to use coincidence gating as shown in Fig. 11.9. Here, the shift-registers 
have lengths of 63 and 64 bits. When each shift-register is recirculating a 
single `1', these `1's coincide at the outputs at intervals of 63 x 64 pulses, 
giving an effective division of 4032. 

Slrift-registers as storage elements and memories 
For many data storage applications where a capacity of up to a few 
thousand bits is required and rapid access is not necessary, a serial memory 
formed of MOS shift-registers provides an economic solution. In some 
cases it may be used simply as temporary storage in sequential systems 
where data is entered at the shift-register input, and after passing through 
the register it is used and then discarded. This type of application is really 
only an extension of the use of shift-registers as delay elements. More 
frequently, in storage applications the data will be recirculated through 
the shift-register and read out (non-destructively) when required. 
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Fig. 11.7—Johnson or twisted ring divider 

There are two possible basic ways of organising shift-register memories, 
as shown in Fig. 11.10. In Fig. 11. l0a the data is held in a completely serial 
fashion, and is read out one bit at a time, taking n clock pulses to read 
out an n-bit word. In Fig. 11.1Ob a number of shift-registers, say 16, are 
used in parallel. Sixteen-bit words are then entered in parallel form and 
read out in parallel as required. This form of memory obviously provides 
much more rapid access than the serial arrangement. 

In either form of organisation it is necessary to have additional control 
circuits for the memory. The most important requirement in order to use 
any form of memory is that one must know where, in the memory, 
particular sections of data are held. In other words, data must be capable 
of being inserted at a particular address in the memory, and must be 
capable of being retrieved by examining the same address. In a serial 
memory the addressing function is provided by the use of an address 
counter which is operated in synchronism with the shift-register. 

Fig. 11.11 shows a block diagram of a recirculating memory operating in 
the serial mode. The 256-bit shift-register holds 16 words, each of 16 bits. 
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The clock input feeds the shift-register via any necessary interface circuits, 
and at the same time it is divided by 16 and fed to a 4-bit address counter. 
The required address is inserted into a holding register and compared 
with the contents of the address counter. When the counter reaches the 
desired address, an output from the comparator enables gates Gl and 
Gz. If the system is in the `write' mode, Gz is opened and Gl remains 
closed. Gate Gs closes, preventing further recirculation of data, and G4 
is opened, allowing new data to be fed in. In the `read' mode, Gl is opened 
for a period of 16 clock pulses as soon as the address comparator is 
satisfied, and allows 16 clock pulses to be fed to the output register. The 
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appropriate 16 bits of data are fed into the output register but are at the 
same time recirculated to the input of the main register. A synchronising 
signal from the =16 stage feeding the address counter is used to ensure 
that an address cannot be written into the address register at any time 
other than at the beginning of any complete 16-bit period. 

Fig. 11.12 shows a similar arrangement for aserial/parallel recirculating 
memory. The register output data is strobed into `D' bistables under the 
control of the comparator output signal which in this case lasts for only 
a single clock period. Input data, in the `write' mode, is strobed into the 
register, also by means of the address comparator output. Two possible 
configurations of the address comparator section using TTL complex 
packages are shown in Fig. 11.13. 

Shift-registers in alarm systems 
By using asignal-scanning system to examine a number of input data 
sources sequentially, and comparing the data from the current scan with 
that from the previous scan, any changes in the states of the input signals 
between scans can be detected. This type of system can be used to form the 
basis of an alarm system suitable for such applications as process control, 
and burglar or fire alarms. The basis of such a system is a serial memory, 
for example as shown in Fig. 11.11 or Fig. 11.12, the number of bits per 
word being dictated by the number of levels to be detected from each 
scanned input. In many cases a 1-bit per word organisation will be all that 
is necessary. 

The simplest system for such applications is shown in Fig. 11.14. Data 
from the various sensing points are fed to a multiplex switch unit and are 
strobed into the shift-register under the control of the clock pulse. At 
the same time the multiplexed output is fed to a comparator circuit and 
compared with the shift-register output. The number of switch points 

Inputs 
from 

sensors 

n-bit 
multiplex 

switch 
unit 

Clock 
input ~ 

n -bit shift-register 
B 

Digital Alar m 
comparator -~ output 

Fig. 11.14—Simple alarm system using MOS shift-register 
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is equal to the number of bits in the shift-register, therefore at each pulse 
the inputs to the comparator are from the same data point for current 
and previous scans. Any difference in these signals will be detected by the 
comparator and an alarm signal will be produced. If the system is extended 
to contain an address counter, suitable logic can be included to determine 
which transducer is producing an error signal. Further, in some cases two 
or three scans may be held in store and an alarm raised only if a number 
of scan sequences produce an error signal. 

Shift-registers in slow sequencing controls 
In applications such as machine tool sequencing control, the rate at 
which data is required by the control system is determined by its own 
mechanical response time. In some cases there may be several minutes 
between operations. In sequence controls based on static shift-registers 
the data can be shifted as slowly as one requires, but when dynamic 
shift-registers are employed, the data must be continuously recirculated 
at a comparatively rapid rate. In these cases the slow-speed operation is 
obtained by means of the addressing system. Fig. 11.15 shows a method of 
sequentially operating the address-counting logic for a register such as in 
Fig. 11.12. In this case the memory is organised in a serial/parallel mode. 
Two 4-bit words are read out for each address, giving a total capacity of 
32 4-bit words or 16 8-bit words. The `D' bistables used as the output 
store also act as a 2-bit shift-register. The rate of read-out is determined 
by the input rate to the address counter which can be from d.c. to half the 
maximum clock rate permitted by the shift-register (that is, d.c. to SOOkHz 
with the FDN116 or d.c, to 1•SMHz with the FDN106). 

OTHER APPLICATIONS OF SHIFT-REGISTERS 
The following sections describe other applications of shift-registers. 

Arithmetic functions 
Arithmetic functions can be performed by using shift-registers as 
memories. The systems shown above can, for example, be used to feed 
binary adders to give a sequential addition. The main difference between 
the organisation of this type of unit and the basic recirculating store system 
is that when adding two binary numbers, the sum may replace one of the 
numbers, thereby making an economy in the number of registers used. 
Fig. 11.16 shows an example of such a system. 

Display 
In many forms of alpha-numeric display a recirculating store is used 
to refresh or update the information displayed. Here, shift-registers are 
frequently used in conjunction with read-only memories as character 
generators, as will be shown later. 
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MOS IN COUNTING APPLICATIONS 

MOS circuits frequently can provide considerable economies in counting 
circuits when compared with bipolar counters. However, there are some 
limitations particularly those associated with the number of pins available 
on a package. While it is possible to design, say, a 4-decade scD counter 
and provide parallel outputs from a 24-lead package, this will in general 
not lead to the most economic solution. 

System economies may be achieved by a multiplexing technique, where 
an MOS counter is designed to contain, say, four scn decades and four 
4-bit stores, but only four output lines are provided and these are internally 
switched sequentially to the outputs of the four decades. This leads to 
an economy in other parts of the system, such as when a display is required. 
Fig. 6.20 showed such a counter used to drive four display tubes. A single 
decoder circuit (scD to decimal) is shared between the four display tubes, 
and the anodes of these display tubes are switched sequentially in syn-
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chronism with the multiplexing signals fed to the counter circuit thereby 
ensuring that the output of decade 1 is displayed on tube 1, decade 2 on 
tube 2, and so on. This form of counter is suitable for use in many forms 
of digital instrument, but may also be used in control systems where the 
output is required to be fed into shift-registers or other forms of stores. 

READ-ONLY MEMORY APPLICATIONS 
The operation of read-only memories has been described in an earlier 
chapter. Applications for these devices include: 

1) Fixed tables for use in calculating ruutines. 
2) Fixed sequences for control logic. 
3) Data routeing control. 
4) Decoding or code changing. 
5) Display (as character generators). 
Read-only memories may be either static or dynamic in operation. In 

general, the dynamic type provides a more economic chip design because 
of the smaller chip size. Power dissipation in dynamic types is also usually 
lower than in static types. 

The contents of read-only memories may be customised or `standard'. 
In the customised types the organisation of the memory, that is the number 
of words and the individual word-length, is fixed by the manufacturer, 
but the contents of each word are specified by the user. 

CODE CHANGING 
Code changers, or encoders or decoders, are essentially fixed logic arrays 
having a number of inputs and outputs. The output logic states are a 
fixed function of the input states. 

One of the most common code-changing requirements is from 4-line 
scn to 10-line decimal. This needs only a fairly simple arrangement and 
is best achieved by the use of standard bipolar integrated circuits. More-
complex code changing, however, is economically achieved by the use of 
MOS arrays in the form of read-only memories. 

An example of this type of code changing is the replacement of Selectric 
'keyboard code by the ASC11 code. The Selectric code is a 7-bit code and 
comprises 90 characters. The ASC11 code is also a 7-bit code but in a 
code-changing application such as this the r.o.m. can also be programmed 
to provide additional outputs for odd or even parity, or both. The 
FDR106Z1 provides this function in addition to a number of other code-
changing functions associated with display applications. 
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READ-ONLY MEMORIES IN DISPLAY SYSTEMS 
The requirements of character generation for alpha-numeric displays 
where characters are generated in the form of a matrix of, say, 7 x 5 or 
9 x 7 dots result in very large logic arrays. Fora set of 64 characters of 
the form shown in Fig. 11.17, the conversion of a 6-line input to a code 
of 64 words, each of 35 bits, is required. 

aaoa 

■■■■ 
oaao■ 

■■■■a 
■■■■v 

o■■■o 

■ooa■ 

Fig. 11.17—Typical character forms on 7x5 matrix 

Alpha-numeric characters of the matrix form are usually displayed 
either on cathode-ray tubes, using a television scan principle, or on a 
matrix display device such as the dot giatrix tube. In either case the most 
economic circuit arrangements can be made when the characters are 
presented to the display device sequentially, row by row, or column by 
column. 

The FDR116Z1 (Fig. 11.18) is a character generator read-only memory 
of this type. The characters are produced in a 7 x 5 matrix, and are 
presented at the output of the r.o.m. as a sequence of seven words each 
of five bits, that is, the characters are presented row by row. 

The memory is arranged, in effect, in eight zones, though for character 
generation only seven are used. Each zone contains 64 words, each of 
five bits, corresponding to one row of each of the 64 characters held in 
the memory. The zones are addressed by three address lines, Al, Az and 
As. The remaining address lines, A4 to A9, are used to select the particular 
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required character within each zone. Thus to select, say, letter `E' the 
address required is 

Aq A5 Ag A~ Ag Ag 
1 ~ 1 ~ ~ 0 

Once this address is selected, Al, A2 and A3 are sequenced through . 
binary 000 to 111 (eight steps) to produce the complete character pattern, 
line by line; Fig. 11.19 makes this clear. The complete contents of the 
FDR116Z1 are shown in Fig. 11.20 (pages 130 to l33). 

5 

6 

7 

8 

9 

10 

11 

12 

13 

3 4 23 24 
~1 m2 C1 P1 

Al 
41 

A2 •-- 
e 1 

A3 
Q2 

A 4 ~" 
g2 

A5 Address Memory 
-- a3 

A 5 
decoder matrix 

'-- 
e 3 a

Ay 
--- 0 4 

A6 ~ B 4 
Ag 

0 5 -~ 

BS 
PO

22 

21 

20 

19 

18 

Fig. 11.18—FDR116Z1 
read-only memory 

ioaz:9

Address A4 A S A6 A~ AB A9 
1 0 1 0 0 0 

Zone Al Ay Ag 

1 0 0 0 0 0 0 0 0 Word 0 

Fig. 11.19—Selection of 2 1 0 0 1 1 1 1 1 Word 1 
letter 'E' from FDR116Z1 3 0 1 0 1 0 0 0 0 Word 2 

4 1 1 0 1 0 0 0 0 Word 3 

5 0 0 1 i 1 1 1 0 Word 4 

6 1 0 1 1 0 0 0 0 Word 5 

7 0 1 1 t 0 0 0 0 Word 6 

8 1 1 1 t 1 1 t 1 Word 7 

doers:

Raster scan alpha-numeric display systems 
The organisation of the FDR116Z1 r.o.m.,' which presents the characters 
row by row at the output, makes it suitable for raster scan display systems. 
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(a) Raster scan 

(b) Dot characters 
on raster. scan 

Fig. 11.21—Principle of raster scan display 

The principle of raster scan display is shown in Fig. 11.21. A spot on 
the face of a CRT sweeps the complete screen in a series of lines (Fig. 11.21 a). 
If bright-up pulses are applied to the grid or cathode of the CRT at the 
correct times during the sweep, characters can be built up as shown in 
Fig. 11.21b. 

This type of display can be built up by the use of an r.o.m. character 
generator, and MOS shift-registers used as recirculating memories to 
refresh the display at each scan. 

Fig. 11.22 shows the basic parts of a raster scan character display 
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Fig. 11.22—Basic functional blocks of raster scan display system 
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system in block form. The recirculating memory contains the r.o.m. 
addresses of all the characters required for display. These addresses are 
fed sequentially to the r.o.m. Because characters are built up of various 
numbers of dots but are spread over seven scan lines, each address must 
be presented seven times in synchronism with the line scan signals. To 
generate a line of characters, the address of the first character is applied 
to the r.o.m. at the beginning of the scan line. This causes the five bits 
of the first of the seven lines to be produced at the output of the r.o.m. 
These five dots are sequentially applied to the CRT cathode as bright-
up pulses, under the control of the sequential output control logic. 

The first five dots of character 1 appear at the first part of line 1 of the 
raster scan. The recirculating store then provides the address of the second 
character to the r.o.m. and as the scan moves across the screen the first 
(upper) five dots of character 2 are displayed on line 1. This process 
continues until line 1 of the scan is completed.. The scan generator then 
produces a flyback signal and begins to scan line 2. At this time character 1 
is again addressed by the store and the control logic ensures that the dots 
for row 2 of this character are displayed on the tube face, followed by 
row 2 of character 2 and so on. The process continues until row 7 of the 
characters has been displayed on line 7 of the scan. This procedure 
produces one complete line of text, and the procedure continues as the 
remainder of the tube face is scanned to build up a number of complete 
lines of text. 
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In a practical system for producing NL lines of text each of Nc charac-
ters, the address memory must contain Nc x NL addresses. Each address 
consists of six bits. Since each character consists of seven lines, each 
having five dots plus a single dot space between characters, the total 
number of bits of data used to provide the display is 6 x 7 x Nc x NL. 
In a system providing, for example, 10 lines of 50 characters the total 
number of bits used in the display is 21 000, each line consisting of 300 
dots. Such a display might be accommodated in a 100-line display, 
allowing fora 3-line space between rows of text. If the display is refreshed 
at 20ms intervals, each line scan takes approximately 160µs allowing for 
flyback time. The data rate is therefore 160/300µs per bit or 534ns, 
equivalent to a data frequency rate of 1.88MHz. Each address must be
available to the r.o.m. for at least five dot periods, that is, 2.66µs at each 
scan. 

Fig. 11.23 shows the system requirements for a raster scan display 
system in simplified form. The six recirculating shift-registers containing 
the character addresses each consist of 320 bits, this length being con-
veniently made up of 256-}-64 bits, as provided by standard size shift-
registers. 

The clock generator feeds a =6 counter which is decoded. The first 
five pulses are used to feed the r.o.m. outputs from the 6=bit shift register 
to the video amplifiers. The =7/=3 block produces a 3-bit partial address 
for the r.o.m. (to determine the line in use) and also generates a 3-line 
space between lines of text. The sixth pulse generates a space between 
characters. The clock generator runs at the display `bit rate', and after 
division by six it provides the clock for the recirculating memory at the 
character rate. To keep track of the stored characters two address counters 
are required, one to count the scan or text line and the other to count the 
character positions within a line of text. To enter characters to the display 
at the required position, and to allow for editing functions, comparators 
and input address buffers are also required. The outputs of these circuits 
control the input buffer and the marker generator. 

Larger raster displays 
Alpha-numeric display systems using raster scan on CRTs are being 
standardised to display 161ines, each of 80 characters. This type of display 
can be built with a television mozutor system having a SOHz field scan 
at 312 lines per field. (This is a norma1625-line display without interlace.) 
.Such a display line has a line scan time of 64µs, of which 52µs ca.n be 
used as the display time. 

Each line contains 80 x 6 dots which must be produced in 52µs, giving 
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a clock rate of 480/52~.s = 9.2MHz or 108ns/bit. The total time for each 
character space on one line scan is 6 x 108ns = 648ns. The r.o.m. address 
pulses for each character must be available for at least 648ns. Because the 
FDR116Z1 has a typical access time of 750ns and because of other 
circuit delays, it is necessary to multiplex either two or three read-only 
memories to provide the character information at the correct times. 
The circuit delays must be compensated for in the system design. 

DATA ROUTERS 
Data routeing applications occur, for example, in control equipment, 
calculators and computers. The requirements are that input data which 
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may appear on one or more lines is routed to one of several output lines 
under the control of a number of address lines. Fig. 11.24 shows a `black 
box' interpretation of the requirements. 

Fig. 11.24—Data router 

X~ X Z X3 X 4

Control signals 

As an example, consider the following as the requirements for a specific 
data routeing problem. 

Table 11.1 

Condition No. Input Output 

1 A -~ P 
2 A -> Q 
3 A -~ R 
4 A ~ S 
5 B -~ Q and S 
6 B ~ P and R 
7 C ~ R 
8 D ~ P 
9 D -~ R 
10 D -> P, Q and S 

For simplicity, the requirements for the `A' input will be considered first 
in order to give an outline of the principle of operation. 

For the `A' input the routeing required is 

Table 11.2 

A 
A 
A 
A 

P 
Q 
R 
S 

The four conditions can be satisfied by four address conditions, say 
Xl X2, which can be accommodated in two address bits. 
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Table 11.3 

Condition No. Condition Address 
XZ X1

1 A S P 0 0 
2 A -~ Q 0 1 
3 A S R 1 0 
4 A -~ S 1 1 

In operation, the addressed output must have the same logical level as 
the `A' input. This can be achieved by the use of a simple r.o.m. of 16 bits 
(four words of four bits) in which Xl Xz address the required output, and 
the level of the `A' signal (` 1' or `0') is used as a third address bit. The 
contents of the r.o.m. to perform the required operation are as shown 
below. 

Table 11.4 

Inputs (address) Outputs (~ti~ord) 
A X2 X1 P Q R S 

0 0 0 0 0 0 0 
1 0 0 1 0 0 0 
0 0 1 0 0 0 0 
1 0 1 0 1 0 0 
0 1 0 0 0 0 0 
1 1 0 0 0 1 0 
0 1 1 0 0 0 0 
1 1 1 0 0 0 1 

Because zeros are presented at the r.o.m. output if no word is addressed, 
this table can be reduced to 

Table 11.5 

Inputs (address) Outputs (word) 
A X2 X1 P Q R S 

1 0 0 1 0 0 0 
1 0 1 0 1 0 0 
1 1 0 0 0 1 0 
1 1 1 0 0 0 0 

Thus in conditionl, where the `A' input is required at `R', the main input 
address X$ Xl is `1' `0'; if `A' is a `1' the output word 0010 provides a `1' at 
the `R' output, and if `A' is a `0' the output is 0000 giving a `0' at `R'. This 
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principle can be extended to cover amore-complex data routeing problem 
such as that in Table 11.1 by the addition of more addresses. The problem 
posed in Table 11.1 could be solved by the use of a 40-bit r.o.m. organised 
as ten words of four bits, the contents and address requirements being as 
shown in Table 11.6. The X3 X4 address bits define the zone of operation, 
that is, which of the inputs is to be operated on. Address bits Xl and Xz 
define the required function. This principle can obviously be extended to 
cover far more complex data routeing problems. 

Table 11.6 

A 
Input 
B C D 

Required output 
P Q R S 

Address 
Zone Condition 

Xt Xa Xa Xl
1 X X X 1 0 0 0 0 0 0 0 
1 X X X 0 1 0 0 0 0 0 1 
1 X X X 0 0 1 0 0 0 1 0 
1 X X X 0 0 0 1 0 0 1 1 

X 1 X X 0 1 0 1 0 1 0 0 
X 1 X X 1 0 1 0 0 1 0 1 

X X 1 X 0 0 1 0 1 0 0 0 

X X X 1 1 0 0 0 1 1 0 0 
X X X 1 0 0 1 0 1 1 0 1 
X X X 1 1 1 0 1 1 1 1 0 

RANDOM-ACCESS MEMORIES 
MOS random-access memories find applications in systems ranging, fo: 
example, from computer storage to control systems and data logging. 

The FDQ106 is a monolithic, 128-bit random-access read/write memory 
and is shown in Fig. 11.25. It is organised as two 64-bit memories with six 
common single-rail address inputs and two separate outputs; it is used as 
a 64-word, 2-bits per word memory. It requires asingle-phase clock 
strobe pulse to refresh the data stored in all the memory cells simul-
taneously and to change the data stored in a cell in the write mode. It 
also incorporates a chip disable that inhibits both data inputs and output 
buffers for expanded memory applications. 'The memory is activated in 
the write mode by applying a write control pulse; at all other times it is 
in the read mode. 
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Fig. 11.25—FDQ106 read/write random-access memory 
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A simple arrangement for using a single memory as a 64-word 2-bit 
store is shown in Fig. 11.27. Data is written into the memory when the 
write control line (WC) is negative. At other times the memory is in the 
read mode. During change of address the strobe line ~ must be negative, 
and the write control line must be at zero. 

Memories of this type can be used to build up systems of, say, 64 words 
of 8 or 16 bits by using a number of parallel addressed memories as shown 
in Fig. 11.26. The figure shows the parallel address lines driven by TTL 
gates with 15V output ratings. The data inputs are also fed from TTL 
gates. The read/write control logic is not shown. 

Stand-by low-power operation 
In power-sensitive applications, if it is desirable to maintain the FDQ106 
in a stand-by condition with no loss of stored data, all d.c. supplies to it 
may be shut down and the stored data can be preserved merely by main-
taining a lOkHz strobe clock rate. Since, essentially, all d.c. power 
dissipation is in the address input inverters, decode circuits and output 
buffers, the power required to preserve the stored data is limited to reactive 
strobe power and whatever leakage current occurs at the strobe input lead. 
Because the reactive strobe power is frequency dependent, the lowest 
allowable frequency should be used for stand-by operation. A strobe 
frequency of less than lOkHz may be used if the ambient temperature is 
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Fig. 11.27—Single memory as a 64-word 2-bit store 

less than -~ 85°C. When d.c. power is returned to the circuit the strobe must 
be Low and all normal timing considerations must be observed when 
operating the memory in this mode. 
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